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Zusammenfassung

Viele Probleme der mathematischen Bildverarbeitung kénnen mit Hilfe von der Multiskalen-
analyse modelliert werden, allen voran Bildentrauschung und Bildkompression. Neben klas-
sischen Multiskalenmethoden, wie etwa parabolischen Partiellen Differentialgleichungen oder
Wavelets, haben in den letzten Jahren vor allem inverse Skalenrdume zunehmend Verwendung
gefunden. Die vorliegende Dissertation beinhaltet eine Abhandlung {iber inverse Skalenrdume
wobei zwei Kernthemen formuliert werden konnen:

Ein diskreter inverser Skalenraum bezeichnet eine Folge von (Bild)Rekonstruktionen, wobei
Folgenglieder mit hohem Index mehr Details aufweisen (auf einen feineren Skala liegen)
als solche mit niederem Index. Dies steht im Gegensatz zu herkémmlichen Skalenrdumen,
womit der Terminus invers gerechtfertigt wird. In dieser Arbeit wird gezeigt, dass Itera-
tionsverfahren aus der Optimierungstheorie, so genannte Augmented Lagrangian Algorith-
men, diskrete inverse Skalenrdume definieren.

Weiters wird ein kontinuierliches Modell (stetige inverse Skalenrdume) entwickelt, welches
durch abstrakte Differentialgleichungen definiert ist. Es wird gezeigt, dass Losungen dieser
Gleichungen existieren und durch den diskreten Iterationsprozess approximiert werden kénnen.

Abstract

Numerous problems arising in mathematical imaging can be modeled by means of multiscale
analysis, above all image denoising and image compression. Aside to standard multiscale
methods, such as parabolic partial differential equations or wavelets, inverse scalce spaces
have gained much popularity in the recent years. This dissertation contains a treatise on
inverse scale spaces with emphasis placed on two core aspects:

A discrete inverse scale space denotes a sequence of (image)reconstructions, where elements
with a high index are considered to feature more details (to lie on a finer scale) than those with
a low index. This stays in contrast to conventional scale spaces and hence justifies the term
inverse. In the present work it will be shown that iteration processes used in optimization
theory, so called augmented Lagrangian algorithms, define inverse scale spaces.

Moreover, a continuous model (continuous inverse scale space) will be introduced which is
given by abstract differential equations. It is shown that solutions of these equations exist
and can be approximated by the discrete iteration process.
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1 Introduction

This thesis deals with an iterative method for solving linear, ill-posed operator equations on
Banach spaces. The iteration process is defined in a variational framework and is of Aug-
mented Lagrangian type. Moreover, the link to a class of evolution equations is established,
generalizing the abstract Cauchy problem and its relation to the proximal point method.

In this thesis topics of various areas in applied mathematics are brought together, including
mathematical image processing, regularization of ill-posed problems and optimization theory.
In order to delimit the scope of this work, we shall first give an overview over these fields.

Variational Filtering Image restoration is concerned with retrieving a visually appealing
image from a degraded (noisy) capture. These degradations may originate from blurs (e.g.
due to abberations of optical devices), lack of image information (e.g. due to occlusion of a
scene by an object) or other perturbations.

Probably the simplest model assumption for the image restoration problem states that a
noisy observation f is (pointwise) composed by the true image u and a noisy signal n, that
is,

f=u+n. (1.1)

In this situation the image restoration problem is often referred to image denoising.

Figure 1.1: Left: true image u. Right: noisy image f = u + n with 10% Gaussian noise n.

A widely used approach to tackle the image denoising problem is variational filtering. Here,
images are assumed to be real valued functions defined on an open and bounded set 2 C R?
which are assigned to an ambient function space, for instance L?(Q). Furthermore, it is
assumed that true images differ from noisy ones by additional smoothness properties, that is,
true images belong to a proper subspace U C L%(Q).

Assume that J : U — R is a given functional and o > 0. For the noisy image f € L(Q),
the variational filtering technique consists in computing

1
Ug = argmin/ lu— f|* dz + o (u). (1.2)
we 2 Ja
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Then, the element u, (if it exists) is assumed to approximate the true image u. The functional
J in (1.2) is chosen, such that strong oscillations in u are penalized and « governs the trade-off
between smoothness of u (large ) and data fidelity (small /). The functional J is often of
the form

J(u) = /Q 9(|Vuly) dz (1.3)

where g : [0,00) — R is a given scaling function. There exists a large amount of different
choices for g in (1.3) some of which are collected in Table 1.1. In [108], Radmoser et al.
formulated general conditions on g such that (1.2) is well defined, in the sense that u, € H(Q)
exists and is unique.

| The function g(s), s >0 (y > 0) | The space U | Notes |

sP (1 <p<oo) WLP(Q)

s BV(Q) Rudin et al. [116].

s+ s HY(Q) Ito & Kunisch [84].

log (1 + s?) Perona & Malik [105]
%52 if s <~
1s*+1 (*ly - fy) if s > *ly HY(Q) Geman & Yang [63] (7 < 1)
s—3 else.

Table 1.1: Scaling functions g : [0, 00) — [0, 00) and corresponding subspaces U C L?(£2) with
Uy € U.

Figure 1.2 shows a denoising result for the Rudin — Osher — Fatemi (ROF) Model (g(s) = s)
for the noisy image f in Figure 1.1.

Figure 1.2: Left: Minimizer u,, of (1.2) for g(s) = s and a = 0.01. The noisy image f is as in
Figure 1.1 with 0 < f < 1. Right: Noise part f — uq.

We note, that all models listed in Table 1.1 merely depend on |Vul,, i.e. they are indepen-
dent of the direction of the gradient. Such models are called isotropic. Typical anisotropic
models are of the form

J(u) = / Vul AVu dz
Q



where A = A(z) € R?*? is a (possibly spacially variing) positive definite matrix. We refer to
Weickert [123] for a treatise on anisotropic models of this type. Anisotropic models general-
izing the (ROF) model have been studied by Esedoglu & Osher in [54]. For instance the case
when

I = [ ], ds, 1<poc
Q

is covered by their analyis.

More recently, many authors focused rather on modifications of the data-fidelity term (i.e.
the squared L2-distance in (1.2)) than on coming up with new functions g. Aside to obvious
generalizations (as e.g. the L'-BV model of Chan & Esedoglu in [39]), the inspiring work of
Meyer in [95] should be mentioned.

There, the noise (and texture) part of an image is modelled as an oscillating function with
zero mean. In order to measure such functions, Meyer introduced the g-norm that is less
sensitive to strong oscillations than for instance the squared L2- distance and thus better
suited for modelling noise. We refer to Chapter 4 of this thesis for a detailed analysis (and
slight generalization) of Meyer’s g-norm.

Scale Space Methods Revisiting the minimization problem (1.2) where we assume that J
is given by (1.3), we shall assume that for a given o > 0 a minimizer u, exists. Formal
computation of the optimality condition for (1.2) gives

Vg

0= uo — f — adiv <g'<rm|>|w ,

) = Uq — [+ a0J(uq)

where we assumed that the normal trace of Vu,, vanishes on the boundary 0€2. Consequently
this results in
Ug — f

[0}

= —0J(uq). (1.4)

Thus the minimization problem (1.2) can be considered an implicit time step for the evolution
equation (for the solution at time t = )

du

o = o), (1.52)
Vu-v = 0 on 09, (1.5b)
u(0) = f. (1.5¢)

Here v denotes the outer unit normal vector at J€2. The operator 0J can be interpreted
as the gradient of the functional J as defined in (1.3). Thus (1.5) constitutes a steepest
descent (or gradient flow) equation for J, that is, the solutions {u(t)},~, tend to minimize J
as t — oo. Stopping the evolution at a suitable (and finite) time ¢y > 0 is believed to yield
an approximation of the true image wu.

Performing n implicit time steps for (1.5) results in iterative minimization of (1.2). That
is, for given t > 0 we compute for k =1,...n

un(t) = f, (1.6a)

1 t
upp(t) = argmin/ lu — g1 | dx—i—/g(]Vu\)dm. (1.6b)
wet 2 Ja nJo
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This iteration method is also well known in optimization theory; in this context it is referred
to as the proximal point method. The function u, ,(t) is considered as an approximation of
the solution of (1.5) at time ¢ > 0. Indeed, for suitably well behaved functions g it follows on
the one hand that Equation (1.5) admits a unique solution u(t) (see e.g. Brézis [26]) and on
the other hand that the implicit scheme converges, that is

Hm up ., (t) = u(t).
n—oo
This is the main assertion in the celebrated work [44] of Crandall & Liggett.

In Table 1.2 some common scaling functions g and the corresponding differential operators
0J are listed. We note that in the Perona — Malik case, the assumptions in [44] are not
satisfied. For an analysis of the Perona — Malik model and the associated evolution equation
we refer to Catté et al. [36] as well as Scherzer & Weickert [117].

’ The function g(s), s € R ‘ The operator —9.J (u) ‘ Notes ‘

sP (1 <p<o0) div (|VulP~2 Vu) p-Laplacian equation.
s div %) Total variation flow [10, 11].
log (1 + s?) div H—Y#) Perona — Malik equation [105].

Table 1.2: Scaling functions g : R — R and corresponding operators in 9.J.

With Equation (1.5) an operator R; : L%(Q) — L%(Q) is associated, that maps a initial
(noisy) image to the solution of (1.5) at time ¢ > 0. The family {Rt},,, constitutes a
continuous semigroup of nonlinear operators. In particular it follows for each t,s > 0

lim Ry(f) =f and Rs(Re(f)) = Rsse(f)-

t—0t
According to the definitions in the (latest version of) the book of Morel et al. [71, Chap. 21],
an image scale space satisfying this property is referred to as recursive. In other words, this
means that at the beginning of the evolution, all information is contained in the scale space,
however, at each positive time ¢ > 0 the solution R;(f) can be computed from R;_s.(f) for
arbitrary small §¢ > 0 and thus information is lost during the evolution.
In [103], Osher et al. introduced an iterative method for image denoising which invokes

the noisy data f in each iteration step. After initializing wg = 0 the Algorithm computes for
n=01,2,...

1
Upt1 = argmin/ |f 4+ wn — u|® dz + aJ (u), (1.7a)
we 2 Jg
Wpy1 = Wy + f— Unyi- (1.7b)

That is, in the n-th step the new iterate u,+1 is computed by solving (1.2) with the signal
f + wy, the original image f enhanced by the accumulated error w,,.

Figure 1.3 displays the first two steps in the iteration. As it becomes (visually) obvious,
the minimiziers ug in (1.7) contain more details the longer the iteration lasts. Indeed, as it

10
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Filtering

f+w
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u2

Filtering

Figure 1.3: The first two steps of the iteration process (1.7) (with J and f as in Figure 1.2).
From the original (noisy) data f (upper left image) a minimizer u; of (1.2) is
computed (upper right image). Subsequently the image f is enhanced by w; =
f—wu1 (lower left image) and a minimizer ug of (1.2) with data f+w; is computed
(lower right image).

will turn out in the course of this thesis (and as it was shown by Burger et al. in [30]), one
has

lim u, = f.
n—od

By (formal) computation of the optimality condition of (1.7a) one finds for each n € N that
vp = a~tw, = 0J(uy,) and thus it follows from (1.7b) that

0J (upy1) — 0J (un
(is1) =0T ) _

(07

Thus, when interpreting a~! as time step size, (1.7) constitutes an implicit time scheme for
the equation

%&](u) = f-u, (1.8a)
Vu-v = 0 on 09, (1.8b)
u(0) = wy, (1.8¢c)

11
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for an initial value ug.

In the course of this thesis we will show that (1.8) admits a solution that can be approx-
imated by the iteration in (1.7). If R;(f) denotes a solution of (1.8) at time ¢ > 0, we will
show that

EEORt(f) =/

This is the opposite behaviour of the scale space generated by (1.5). Thus {R;},~ is referred
to as inverse scale space. Existence of solutions of (1.8) as well their multiscale properties
were studied by Burger et al. in [30] and F. & Scherzer in [61]. It is important to note
that the concept of recursivity is abandoned in the inverse scale space approach. That is, the
solution R¢(f) can not be computed from the knowledge of R;_s:(f) alone (for all 0 < 0t < t).
Instead, no information is lost during the evolution, since R;(f) is computed directly from the
data f for all t > 0. As we will see in the upcoming paragraph, this property will allow us to
generalize the inverse scale space methodology to a solution technique for ill posed problems.

We finally note, that Algorithm (1.7) can be rewritten in terms of the Bregman distance of
u and u, w.r.t. J and v,, that is,

DY (u,up) == J(u) — J(un) — /Qvn(u — Uup) dz.

Then, the minimization in (1.7a) is equivalent to

1
Upr1 = argmin / |f —ul* dz + aDy (u, uy).
we 2 Jg

In other words, (1.7) can be considered as a (generalized) proximal point method where the
distance of the iterates is measured by the Bregman distance rather than by the squared
L2-distance. Equation (1.8) then plays the role of the associated evolution equation.

lll-posed Problems The analysis of this work shall not be restricted to the image denoising
problem. Instead, we will formulate our results in the framework of linear and ill-posed
operator equations. To be more precise, we assume that X,Y are Banach spaces and that
K : X — Y is a linear and bounded operator. For a given y € Y we then consider the
problem:

Find z € X such that Kz =y. (1.9)

According to Hadamard [74] problem (1.9) is well-posed if the following conditions are satisfied
1. For each y € Y there exists a solution z € X.
2. The solution x is unique.

3. The unique solution x depends continuously on the right hand side y w.r.t. a reasonable
topology.

If problem (1.9) lacks one of these properties it is called ill-posed.

It is well known (cf. Engl et al. [53]) that for compact linear operators K, solutions z of
(1.9) do not depend continuously on the right hand side y. That is, if the exact right hand
side y is approximately given by (noisy) measurment data, there is no hope to approximate
true solutions of (1.9) by evaluating K ! at the measurment data (if K ! exists).

12



One example of a ill posed problem is image restoration. The abberation caused by the
optical system is modelled as a linear convolution operator K defined by given kernel function
k (the point spread function of the optical system). The generalization of model (1.1) thus
can be written as

f=kxu+n=Ku+n. (1.10)

Convolution operators K : L?(Q) — L2*(Q) with smoothing kernels are usually compact
operators and thus retrieving the true image u from the measurment f in (1.10) in general is
an ill-posed problem.

Many problems in applied mathematics and technology that can be written as (linear)
operator equation turn out to be ill-posed. For further example of ill-posed operator equations,
we refer to [53, Chap. 1].

In order to clarify ideas we will stay with the image restoration problem for the time being.
Motivated by the variational method (1.2) we compute for @ > 0 a minimizer (provided it
exists)

1
Ug = argmin/ |Ku— f1* dz + o (u). (1.11)
we 2 Ja
For the choice .
J(u) = / lu|? dz (1.12)
2 Ja

the resulting method in (1.11) is called Tikhonov — Phillips reqularization (Tikhonov [119, 120]
and Phillips [106]) and is probably one of the most common methods to compute regularized
solutions of ill-posed operator equations. Regularized solutions in this context means that u,
approaches the true image u as ||n|| — 0 and o = «o(||n|)) — 0.

Straightforeward generalization of the k-th step in the proximal point method (1.6) (and
thus also of Equation (1.5)) to the present situation amounts to replacing f in (1.11) by
Kujp_1,. From an inverse problem point of view this is not very reasonable, since f is the
only source which holds information of the problem (f is the measurment data).

We focus on the iteration (1.7) instead. By taking into account the equivalent formulation
with the Bregman distance we find the following algorithm: Set vy = 0 and compute

1 x
Upr1 = argmin/ |Ku — f|? dx—f—osz,( o (uy uy), (1.13a)
uelU 2 Q
Un+1 = Un+a_1(f_Kun+1)- (llgb)

As we will see in Chapter 1, this procedure is well known in the optimization community as
the augmented Lagrangian method. It was introduced simultaneously by Hestenes [77] and
Powell [107] and is designed to compute solutions of the constrained optimization problem

J(u) — inf!  subject to Ku = f. (1.14)

As in the image denoising case, we can (formally) argue that (1.13) forms an implicit time
scheme for the evolution equation

%&](u) = K*(f — Ku), (1.15a)
Vu-v = 0 on 09, (1.15Db)
u(0) = wo, (1.15¢)

13
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We note, that (1.15) (and thus by setting K = Id also (1.8)) can be considered as a gradient
flow equation for the functional 3 | Ku — f||*, where the time is scaled by the operator .J. For
example, for J as in (1.12) one has that 0J = Id. Equation (1.15) is then called Showalter’s
method (or asymptotic regularization) (cf. [53, Ex. 4.7]).

For the general case, we recall that the considerations above are purely formal and that for
nondifferentiable functionals J (such as the BV-seminorm, i.e. g(s) = s) the operator 9.J is
set-valued (0J is the subgradient of J). Thus Equation (1.15) has to be rewritten properly
in order to cover nonsmooth functionals. To our knowledge, evolution equations as in (1.15)
and their relation to the augmented Lagrangian method (1.13) have not been studied so far.

Aside to this pure theoretical motivation, we also note that the Augmented Lagrangian
Algorithm 1.13 belongs to the class of first order methods for solving (1.14) which are known
to converge rather slowly. Proving existence (and uniqueness) results for (1.15) paves the
way for other approximation techniques than the first order implicit method discussed above.
Moreover, we will be able to compute (at least for the image denoising case) exact solutions
of (1.15) for a certain class of data f. This reveals the interesting behaviour of the solution
trajectories of (1.15) unspoiled by errors due to numerical approximation. Computing of
exact solutions for the minimization problem in Algorithm 1.13, however, in general is not as
straightforward.

Main Goals and Organization of this Work In Chapter 2 the augmented Lagrangian method
is formulated in a general Banach space setting with a nonsmooth regularization functional J.
Moreover, it is pointed out that the dual sequence generated by the augmented Lagrangian
method can be characterized by a proximal point algorithm.

With these preparations the main issue of the chapter will be addressed: regularizing prop-
erties of the augmented Lagrangian method for linear and ill-posed problems as in (1.9). We
prove convergence in the general Banach space case and establish stronger results (conver-
gence to J-minimizing solutions) including convergence rates (w.r.t. the Bregman distance)
for equations with data in a Hilbert space. We compare our results to classical quadratic
models as the iterative Tikhonov method and the Tikhonov — Morozov method.

Chapter 3 is dedicated to evolution equations and their relation to the augmented La-
grangian method viewed as implicit time scheme. We generalize (1.15) for nonsmooth op-
erators J and prove existence of solutions. We explicitly construct solutions by considering
interpolations of sequences generated by the augmented Lagrangian method.

We will make extensive use of the dual formulation derived in Chapter 2 combined with the
analysis on gradient flows in the recent work by Ambrosio et al. in [9]. With these results at
hand we prove convergence of discrete solutions. Moreover, special situations are studied in
which stronger convergence results as well as better smoothness properties for solutions can
be shown.

Finally, we will consider the solutions of the derived evolution equation as continuous
regularization methods for the operator equation (1.9). As in Chapter 2 we derive stronger
results in the Hilbert space case. In particular, an estimate for the approximation error of
the augmented Lagrangian method as implicit time scheme is given.

The image denoising technique (1.7) is revisited in Chapter 4. We prove that the basic
assumptions in Chapter 2 and Chapter 3 are satisfied and reformulate the general results
developed therein. In particular, we focus on the correponding evolution equation, referred
to as inverse total variation flow equation. Additional to the general results in Chapter 2

14



and Chapter 3, we will prove a maximum priniciple for the inverse total variation flow and
will give a characterization of exact solutions.

We finally remark that each chapter is closed by a section called Notes that subsumes the
main results of the preceeding analysis and gives references for further reading. Furthermore,
mathematical preliminaries as well as some technical results are collected in Appendix A.
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2 lterative Regularization of Linear and lll-posed Problems

In this chapter we study the linear and ill-posed problem
For y € Y find « € X such that Kz = y.

Here we assume that X,Y are Banach spaces and K : X — Y is linear and bounded. We
recall that such a problem is called well-posed if each given y € Y there exists a unique
solution z that depends continuously on the right hand side y. Otherwise the problem is
ill-posed.

In case of ill-posedness, arbitrary small deviations in the right hand side y may yield to
useless solutions x. Regularization methods are one approach in order to compute stable
approximations of true solutions x from (possibly) noisy data y. In this chapter a particular
regularization method is studied, which is an iterative algorithm and referred to as augmented
Lagrangian method.

This chapter is organized as follows: After clarifying the basic assumptions and notation in
Section 2.1 we will recall the definition of a regularization method for linear and ill-posed
problems in Banach spaces and formulate the augmented Lagrangian method in Section 2.2.
Moreover, by using the Legendre — Fenchel duality concept an alternative characterization of
the algorithm is established.

With these preparations we proceed to a (preliminary) convergence result in Section 2.3,
stating that a suitable parameter choice renders the augmented Lagrangian method a regu-
larization method. We show that such a parameter choice can be realized by the discrepancy
principle.

When the data y is assumed to be an element of a Hilbert space remarkably stronger
convergence results (including convergence rates) are shown in Section 2.4. We compare our
results to well known results in quadratic reqularization, in particular to iterative Tikhonov
and Tikhonov — Morozov regularization (Section 2.5). Section 2.6 concludes the chapter with
a short summary (including a historical outline of the presented methods) as well as references
for further reading.

2.1 Assumptions and Notation

We agree upon (X, ||| x) and (Y, ||-|ly) being real Banach spaces and denote by X* and Y*
there duals, equipped with the dual norms ||| y. and ||-||y. respectively. That is, the space
(X, |||l ¢+ ) consists of all bounded and linear functionals z* : X — R and

*
Iy = sup 8.
zex\{o} 17l x

Moreover, we will use the symbol (-, -) y. y for the pairing of X* with X, i.e.

(", 2) e x = 2 ()

17



2 Iterative Regularization of Linear and Ill-posed Problems

for z* € X" and x € X. Analogously we define [|-[|y-. and (-, )y y-. We will skip the subscripts
of norms and pairings as long as the situation is clear.

For Z € {X,Y} we introduce the symbols 77 and 7% for the strong and weak topology on
Z respectively and we write 7%, for the weak* topology on Z*. If a sequence {zntpen C 2
converges weakly to some z € Z we use the notation

w-limz, =z, or 2z, —z
n—oo
and for the analogous situation for a weakly* converging sequence {z;}, .y C Z* with limit
e z*
* *

wHlimzy =2* or =z
n—oo

For a sequence {2z,},cy C Z we denote subsequences by {zp(n)} where p : N — N is
strictly increasing. We call such a mapping p selection.

We further denote with £ (X,Y") the collection of all linear and bounded operators mapping
X into Y and we will use the symbol Kz instead of K (z) for the evaluation of K € £ (X,Y)
at x € X unless we do not run risk of getting confused. We define the range and kernel of

K € L(X,Y) as the sets

neN’

ran(K) = {ye€Y : thereexists az € X with Kz =y}
ker(K) = {ze€X : Kz=0}.
Further we denote by K* the adjoint operator, that is, K* € £ (Y™*, X*) and for p* € Y* one

has
(K*p*,z) = (p*, Kx) .

forallz € X and p* € Y*.
For a functional J : X — R := RU {c0} we define the domain of J to be the set
D(J)={ze X : J(x) < o0}.

and we refer to the Appendix A.2.1 for the definition of the subdifferential 9J and its domain
D(9J). For elements x; € D(J) and zo € D(9J) such that £ € 9J(z2) we recall the
definition of the Bregman distance of 1 and xo w.r.t. J and £* (cf. Definition A.2.6)

*

DY (x1,22) = J(x1) — J(w2) — (€5, 21 — x2) .

Furthermore we assume that ¢ : [0,00) — [0, 00) is a weight function (cf. Definition A.1.1).
That is, ¢ is continuous, increasing and one has

#(0)=0 and lim ¢(s) = oc.

S§—00

and we denote by )y its primitive, i.e.

ols) = /0 " 6(0) do

We note that 1, is increasing, strictly convex and continuously differentiable (with deriva-
tive ¢). For every weight function ¢, its inverse ¢! is a weight function as well and the
corresponding primitives are the duals of each other (cf. Example A.2.13), that is

Yy-1(s) = Sup (st = ¥y(t)) -
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2.1 Assumptions and Notation

for each s > 0.
Given a weight function ¢, a function J : X — R and a operator K € L (X,Y), we will
assume a list of requirements that establishes the mutual relation between these objects:

Assumption 2.1.1. RI1. (Topology) There exist topologies 7x on X and 7y on Y that
are weaker than the norm topologies and stronger than the weak topologies, that is, for
Z € {X,Y} we have that

T, C 17 C Ty.

Moreover, the norm |||y is sequentially 7y-lower semicontinuous, i.e. for every 7y-
convergent sequence {yy},cy With limit y € Y we have that

[yl < Tim inf {|y,|
n—oo
R2. (Continuity) The operator K is continuous w.r.t. 7x and 7y, that is for all 7x-
convergent sequences {Zy}, cy, the sequence { Kz}, o is converging w.r.t. 7y.

R3. (Lower Semicontinuity) The functional J is convex, sequentially 7x-lower semicon-
tinuous and proper.

R4. (Attainability) The set
{y €Y : there exists € D(J) with Kz =y} C ran(K).

contains at least one element, which we refer to as attainable with respect to K and J
or simply attainable if the situation is clear.

R5. (Compactness) For each y € Y as well as for all & > 0 and ¢ € R the sets
Ale) ={zr € X = ¢y ([[Kz —y|) +al(z) < c}

are sequentially 7x-precompact, i.e. for every sequence {z,},.y C A(c) a selection
n — p(n) can be chosen, such that {xp(")}neN Tx-converges to some = € X.

R6. (Range Condition) There exists p§ € Y* and 9 € D(0J) C X such that K*pj; €

Remark 2.1.2. 1. If J is convex, lower semicontinuous and proper, then (R1) - (R3) hold,
when 77 is chosen to be 77 for Z = X, Y.

2. Assume that Assumption 2.1.1 holds and that {z,}, .y C A(c) for a ¢ € R. Then each
Tx-cluster point of {x,},y is already an element of A(c), since due to (R1) - (R3) and
due to the continuity of ¢4 the mapping

z = Yy ([Kz —yll) + o (z)
is sequentially Tx-lower semicontinuous and thus

Yo (1K = yl) + aJ(2) <lminf oy (| Ky —yl)) + @l (2,) < ¢

for each Tx-cluster point & of {z,,}, . In other words, A(c) is sequentially 7x-compact.
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2 Iterative Regularization of Linear and Ill-posed Problems

If not stated differently we will throughout this chapter adopt the present notation, that
is, we will always assume that a weight function ¢, a functional J and a linear operator
K € £ (X, X) are chosen such that Assumption 2.1.1 holds for suitable topologies T7x and Ty
on X and Y respectively. Moreover, we shall presume that pj € Y* and zg € X are chosen
as in (R6), that is,

K*py € 0J(xo). (2.1)

Finally, we fix a sequence of positive parameters o := {ay },cn C (0,00) and define for each
n € N the partial sum
n
1
— 2.2
L 22

j=1"7
We will assume that
lim ¢, () = oco. (2.3)

n—oo

2.2 The Augmented Lagrangian Method
In this section we will study the linear (and in general ill-posed) operation equation
Kz =y. (2.4)

In particular we are interested in finding regularizing operators, that stably approximate
J-minimizing solutions of (2.4). Before we do so, we clarify the notions in bold letters.

Definition 2.2.1. Let y € Y be attainable.

1. We call z € X a J-minimizing solution of (2.4), if = is a solution of the constrained
minimization problem

J(x) — inf!  subject to Kz =y. (2.5)

2. A J-minimizing solution x € X satisfies the source condition, if x € D(0J) and there
exists an element p* € Y* such that

K*p* € 0J(z). (2.6)
In that case, the element p* is called a source element.

Remark 2.2.2. The notions J-minimizing solution and source condition as in Definition
2.2.1 have been introduced by Burger & Osher in [32]. They are motivated from Tikhonov
regularization, that is, when X and Y are Hilbert spaces, ¢(s) = s and J = % ]2, In this
case (2.6) reads as

x € ran(K™)

and J-minimizing solutions are referred to as minimal norm solutions. It is well known (see
e.g. [53] for Tikhonov regularization and [32] for the general case) that for minimum norm
solutions, that satisfy the source condition qualitative error estimates for regularized solutions
can be given (convergence rates).

Theorem 2.2.3. Lety € Y be attainable. Then there exists a J-minimizing solution of (2.4).
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2.2 The Augmented Lagrangian Method

Proof. Since y is attainable we have in particular that y € ran(K) and thus there exists an
element x such that Kx = y. In other words, the strategy set

S={veX : Kv=y} =ker(K)+uz

is non empty. Since S is closed and convex, it is also weakly closed, such that by assumption
(R1) it follows that S is also closed w.r.t. the topology 7x. Let {v;},cy be a sequence in S
such that

klingo J(vg) =inf {J(v) : veE S} =:py < oo.

Consequently the sequence {.J(vy)};c is uniformly bounded and since Kvy, = y for all k € N,
one has vy € A(c) for all £ € N with a suitably chosen constant c¢. Thus the compactness
requirement (R5) and the 7x-closedness of S imply that there exists a selection k — p(k),
such that the subsequence {vp(k Tx-converges to £ € S. The 7x-lower semicontinuity
of J eventually implies that

)}keN

J(#) < liminf J(v,)) = po-

k—oo

We move on to the definition of a regularization method for (2.4).

Definition 2.2.4. Let y € Y be attainable and I be an index set. A family {R-:Y — X} ;
is called a family of regularizing operators for (2.4) if there exists a function I' : [0,00) xY — I
such that for all sequences {0y}, cny C [0,00) and {yn},cy C Y satisfying

ly —yn| <6, and  lim 6, =0
n—00
the following conditions hold:
1. There exists M € R such that

limsup J (Rp(5n7yn)(yn)) < M.

n—oo

2. There exists a Tx-sequentially compact set C' C X such that Rp(s
n € N and every 7x-cluster point is a solution of (2.4)

y(yn) € C for all

n,Yn

In case the above conditions are fulfilled, one calls I' a parameter choice rule and the pair
({R7}7617F> a regularization method for (2.4).

Remark 2.2.5. 1. Of particular interest is the case when M in Definition 2.2.4 can be
set to

M = inf : Kv = .
vng{J(v) v =y}

In that case, every Tx-cluster point of {Rp(gmyn)(yn)}neN is a J-minimizing solution of
(2.4). In particular, if z € X is the unique J-minimizing solution of (2.4) one has

lim Rre, .y, (Yn) =2 wrt. 7x.
n—oo
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2 Iterative Regularization of Linear and Ill-posed Problems

2. In Definition 2.2.4 the notion of a regularization method is introduced in a fairly general
manner, since it covers the (discrete) iterative case (I = N) presented in this chapter as
well as the continuous case (I = [0,00)) as it will be studied in Chapter 3.

In what follows we will introduce a (countable) family of regularizing operator (i.e. I = N)
for (2.4) in Algorithm 2.2.9. Before we do so, we need some preparations.

Definition 2.2.6. Let y € Y and o > 0. The function Ly(-,;y,a) : X x Y* — R defined by

Ly(v, "5y, o) = s (| Kv = yl]) + a (J(v) = (¢", Kv — y)) (2.7)
is called augmented Lagrangian of the constrained problem (2.5).

Remark 2.2.7. In the optimization literature the Lagrangian of (2.5) usually is defined as
L(v,q%5y) = J(v) = (¢", Kv—y)

The function Lg(v, ¢*; y, ) then is obtained by augmenting the Lagrangian by v (|| Kv — y||).
For further remarks on the notion see Section 2.6.

There exists a convenient relation between J-minimizing solutions and the augmented La-
grangian, which can be expressed in terms of saddle points: The saddle points of the aug-
mented Lagrangian of (2.5) are exactly those J-minimizing solutions of (2.4) that satisfy the
source condition (2.6).

Proposition 2.2.8. Lety € Y be attainable, o« > 0 and (x,p*) € X xY™*. Then the following
two statements are equivalent:

1. The element z is a J-minimizing solution of (2.4) and satisfies the source condition
(2.6) with source element p*.

2. The pair (x,p*) is a saddle point of Ly, that is,
Ly(z,q"y, @) < Ly(z,p"y,a) < Ly(v,p*1y, @) (2.8)
holds for all (v,q*) € X x Y*.

Proof. (1) = (2): If a J-minimizing solution x satisfies (2.6) with source element p* it follows
from K*p* € 0J(x) that
J(v) < J(x) = (p", Kv—y)

for all v € X and in turn
Ly(z,q"y,a) = aJ(x) = Ly(z,p";y,a) < a(J(v) — (p*, Kv —y)) < Ly(v, p*5 y, ).

for all v € X and ¢* € Y.
(2) = (1): Assume that (2.8) holds for all v € X and ¢* € Y* and observe that

aq*L¢u(ﬂﬂ,q*;y,0é) =Kz —y.

Therefore the first inequality immediately shows that Kz = y. The second inequality in (2.8)
is equivalent to
0 € 01Ly(x,p"y, @)
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2.2 The Augmented Lagrangian Method

where 0; denotes the subgradient operator w.r.t. the first variable. Note that the mapping
[ v — Yu(||Kv—1yl) is continuous. Thus the Moreau — Rockafellar Theorem (cf. [51,
Chap. 1 Prop. 5.6]) is applicable and (together with Lemma A.2.18) this shows that

0€ i Ly(z,p sy, ) =0f(x) + a(0J(x) — K*p*) = K*Jy(Kx —y) + a (0J(z) — K*p™).

Here J,4 denotes the duality mapping on Y with weight ¢ (recall Definition A.1.1). Since
Kz —y = 0 it follows from Remark A.1.2 that J,(Kz —y) = {0} and therefore the above
inclusion implies K*p* € dJ(x). Again by the second inequality we find that

aJ () = L(z,p5y, @) < Lg(v,p%y, @) = o[ Kv = yl) + a(J(v) = (7, Kv = y))

for all v € X and in particular J(z) < J(v) for all v such that Kv = y, that is z is a J-
minimizing solution of (2.4). O

With these preparations we are able to formulate the fundamental algorithm of this chapter,
which consists in iteratively minimizing the Lagrangian of (2.5) w.r.t to the primal variable z
and a subsequent update of the dual variable p*. This procedure is known as the augmented
Lagrangian method.

Algorithm 2.2.9 (Augmented Lagrangian method). Let y € Y. For n =1,2,... compute

Ty, € argmin Ly (v, py_1;Y, o) (2.9a)
veX
and choose p;; € Y* such that
phEpi_ + o, 3y(y— Kx,) and  K*pl € 0J(wy). (2.9b)

Remark 2.2.10. The minimization in (2.9a) (provided that it is well defined) is not affected
by adding constants to the Lagrangian Ly. Therefore we can formulate an equivalent objective
function for the minimization problem in (2.9a) by adding

—Qp (J(xnfl) + <p,*1_1, Y+ Kxnfl>) .
to Lg(v,p},_15Y, ) in the n-th step. This results in
zp, € argminy (|[Kv — y|)) + o (J(v) = J (2p—1) — (K*pjy_1,0 — Tn—1))
veX

. K*p;,_

= argmin ¢y (| Kv — y|)) + anD; " (v, 20-1), (2.10)
veX

where D? (x,y) denotes the Bregman distance between = and y w.r.t. J and £* € 9J(y) (cf.
Definition A.2.6). In other words this means that the augmented Lagrangian method consists

in iteratively minimizing the (weighted) sum of v (|| K2 — y||) and the Bregman distance to
the previous iterate.

A-priori it is not clear that Algorithm 2.2.9 — neither the minimization (2.9a) nor the
choice of p¥ in (2.9b) — is well defined. Under Assumption 2.1.1, however, well-posedness
can be shown with standard techniques of variational calculus:
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2 Iterative Regularization of Linear and Ill-posed Problems

Theorem 2.2.11. Let y € Y. Then, the n-th step in Algorithm 2.2.9 is well defined, that
is, for every n > 1 there exist elements (x,,pl) € X X Y*, such that x,, is a minimizer of
Ly(-,p)_1;y, ) and p;, satisfies (2.9b).

Proof. Let n = 1. Moreover, assume that {v}, .y C X is such that
lim Ly (v, pg; ¥, 1) = inf Ly (v, pg; y, ) =: po < 00.
k—oo veX

This clearly implies that Lg(vg, pg;y,@1) < ¢1 < oo for all £ € N and a constant ¢; € R.
According to (R6) we have that K*pj§ € 0J(x). The definition of the subgradient then gives
that

J(v) = (py, Kv) > J(x0) — (pgy, Kzo) =: ca > —00

for all v € X. For k € N it follows that
—aq (J(vg) — (5, Kvp — y)) < —aq (J(z0) — (9, Kzo — ) =: ¢2

and we deduce that

Vo (1K vk — yll) = Lo (vk, Py, 1) — o (J(vg) — (po, Kvg, —y)) <1+ 2 <oo.  (2.11)
Moreover, we find that for all v € X

a1 J(v) = Lg (v, pg; ¥, 1) — g (|1Kv —yl]) + a1 (po, Kv —y) < e1 + [Ippll |1 Kv =y
Since 104 is increasing it follows from (2.11) that for k € N
ard (vy) < e1+ [|pp ]| |1 Ko =yl < e1 + 95t (er + c2). (2.12)
Combining (2.11) with (2.12) results in
Ve ([[Kvg —yl|) + cad (vg) < 2¢1 4+ co + ¢;1(Cl +c2) =1 ¢3

or, in other words, vy € A(c3) for all £ € N. The compactness assumption (R5) thus shows
existence of a selection k +— p(k) such that

klim oy =2 € X,  wurt. Tx.
— 0

Furthermore, the mapping
V= L¢(U7p87 Y, Oél)
is sequentially 7x-lower semicontinuous according to Remark 2.1.2. Combining these two
facts we get
Lo(%, po;y, 1) < Himinf Lo (), po3 ¥, 1) = o
or in other words, Z is a minimizing argument of Ly(-, pj; y, ov1).
Let x1 be a minimizer of Ly (-, p§; y, @1). It remains to show, that pj € Y* can be chosen

such that (2.9b) holds. Since the mapping f : & — 9, (|| Kz — y||) is continuous, it follows
from the Moreau — Rockafellar Theorem (cf. [51, Chap. 1 Prop. 5.6]) that

0 € 1 L(w1,p1;y, ) = Of (v1) + c19J (21) — a1 K™ py
= K"Jg(Kz1 —y) + a10J (x1) — a1 K™ py,
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2.2 The Augmented Lagrangian Method

where the last equality follows from Lemma A.2.18. If h € J4(Kx1 — y) is such that

0€ K*h — o K*pjy + a10J (x1),

h

then the element p} := p§ — o, meets the conditions

1 .
Pl € py+ a—13¢,(y — Kz1) and K*pj € 0J(x1)

as desired. By induction the Theorem is proven. O

Remark 2.2.12. Theorem 2.2.11 states that Algorithm 2.2.9 is well-defined for each y € Y.
We will henceforth assume that for y € Y an arbitrary pair of sequences {(zn,p;)},cn C
X x Y™ generated by Algorithm 2.2.9 is chosen. We define

Rn(y) =z, and R;(y):=p;,
for each n € N and end up with two families of (primal and dual) operators

{Rn:Y — X} and {R;:Y —Y"}

neN neN *

These operators will be the basic objects of study in this chapter.

In the remainder of this section we develop a dual representation of the augmented La-
grangian method by using the Legendre — Fenchel duality concept (cf. e.g. Ekeland &
Temam [51, Chap. 3]).

To this end, assume that y € Y is fixed and consider the mapping F(-;y) : Y — R given by

inf{J(v) : ve X, Kv=y+w} if y+ w is attainable,

+00 else.

F(w;y)H{

That is, F(-;y) maps elements w € Y on the value of problem (2.5) with perturbed right
hand side y + w in Equation (2.4).

Lemma 2.2.13. Let y € Y. Then
F*(¢";y) = J(K*¢*) — (¢",y), forallqg"eY™. (2.13)
Proof. We directly compute
F*(q%y) = sup ((¢", w) — F(w;y))

weyY

= sup ({(¢",w) —inf{J(v) : ve X, Kv=y+w})
wey

—sup swp (g% w) — J(v))
weY Kv=y+w

=sup sup ((K"q¢",v) = J(v)) = (q",)
weY Kv=y+w

= sup (K*q*,v) — J(v)) = (", y) = T (K*¢") — (¢", ) -
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2 Iterative Regularization of Linear and Ill-posed Problems

The functional F*(-;y) : Y* — R will play a key role in the dual characterization of
Algorithm 2.2.9. We therefore collect some basic properties

Lemma 2.2.14. Let y € Y. The functional F*(;;y) : Y* — R is convex, proper and
sequentially weakly™ lower semicontinuous.
Moreover, if y is attainable, then

inf F*(q";y) > —o0.
,nf, (¢%;y)

Proof. Lower semicontinuity and convexity follow from Lemma A.2.14. Moreover, require-
ment (R6) says that K*pj; € 0.J(zo) which is equivalent to ix(xg) € 0J*(K*pj;) according to
Lemma A.2.12. Here ix : X — X™** denotes the natural mapping on X. This in particular
implies that K*pj € D(J*) and it follows that

F*(po;y) = J*(K"pp) — (po,y) < .

Thus F*(-;y) is proper.
It remains to check, that F*(-;y) is bounded from below. To this end, observe from Lemma
2.2.13 that
F(q%y) 2 (¢",w) — inf {J(v) : Kv=y+w}

for all w € Y. Setting w = 0 and the fact that y is attainable yield the desired result. O

Before we proceed, we recall that for a given weight function ¢, the inverse ¢! is well
defined due to strict monotonicity and, moreover, a weight function in its own right (cf.
Appendix Section A.1). If J4 denotes the duality mapping on Y w.r.t. ¢ and J ¢—1 the duality
mapping on Y* w.r.t. ¢!, then one has for all y € Y (cf. Lemma A.1.5)

Jo-1(Fs(y)) = iy (y). (2.14)
Here iy : Y — Y™** denotes the natural mapping on Y.

Proposition 2.2.15. Let y € Y. The dual sequence {R},(y)},cn generated by Algorithm
2.2.9 satisfies

Ri(y) € argen;in ay g1 (o ||¢* = RE_L(W)||) + F*(q%;w). (2.15)
e

Proof. Let y € Y and define for n € N
Tn=Rn(y) and  p,:=R;(y).

From the update rule (2.9b) we then have K*p} € 0.J(z,) for all n € N and since .J is proper,
it follows from Lemma A.2.12 that

ix(xzy) € 0J (K™ py,).
This means that

(€ = Kpp, an) + T (K7py) = (ix (2n), & — K'pp) e x+ + 7 (K'py,) < JH(E7)
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2.2 The Augmented Lagrangian Method

holds for all £* € X*. Considering this inequality for £€* = K*q¢* where ¢* € Y* shows
(Kn,q" = pp)yes y« + T (K*pp) = (¢ = pj Kzn) + T (Kpp,) < J(K*q"),

which is equivalent to iy (Kxy,) € 0 (J* o K*) (p}).

n

From (2.9b) and Remark A.1.2 we find that a,(p),_; — ;) € J¢(Kx, —y) and therefore
according to (2.14)

Js-1 (ol — 1)) =iy (Kxy) —iy(y) € 0 (J o K*) (p},) — iy (y)

For the function f : ¢* = Y41 (an Hq* —-pr_ H), this together with Asplund’s theorem A.2.4
shows that

9f (pn) = andp-1(an(pp = Pp-1)) € = (and (J" 0 K¥) (p,) — iv (y)) -

Combining the previous two equations and applying the Moreau — Rockafellar Theorem [51,
Chap. 1 Prop. 5.6] (f is continuous) now shows that

0 € 0f(py) +an (0(J" 0 K7) (py,) —iv(y))
= 0f(py) + n0F " (pp;y) = O (f + ndF*(:;y)) (pr)

which is equivalent to the fact that p} minimizes f(-) + a, F*(-;y) over Y* or in other words
P, € axgmina, 'y (an [lg" = pralf) + F7(a"5 ).
q*e *
O

Proposition 2.2.15 amounts to saying that the (dual) sequence {R}(y)},cy in the aug-
mented Lagrangian method is characterized by another iteration process. More explicitly:

Algorithm 2.2.16. Let y € Y. For n =1,2,... compute
Py, € argrginaﬁlww (an |lg" = prall) + F*(a"y)-
q*e *

This gives rise to the following (cf. references in Section 2.6)

Definition 2.2.17. Let Z be a Banach space and assume that G : Z — R is a proper and
convex functional.

1. Let > 0. Then the mapping R : Z — P(Z) defined by

RZ.(z) = argmin a_lwd)q (afjw = z]|) + G(w) (2.16)
weZ

is called Resolvent operator of G.

2. Assume that {a,},cy is a sequence of positive parameters and that zp € Z. Then the
algorithm that computes for n =1,2,...

Zn € R&M(2p—1)

(provided z, exists) is called prozimal point algorithm w.r.t. G.
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2 Iterative Regularization of Linear and Ill-posed Problems

Remark 2.2.18. Proposition 2.2.15 thus states that for each y € Y the dual sequence
{R;,(¥)} ey in the augmented Lagrangian Algorithm 2.2.9 is characterized by Algorithm
2.2.16, the proximal point algorithm w.r.t. F*(-;y) (as in (2.13)).

We close this section with a complementary remark on duality: The unconstrained problem
JN(K*q") —(¢",y) — infl ¢ €Y". (2.17)

is called the dual problem of problem (2.5). The two problems are linked via the Karush —
Kuhn — Tucker conditions. To be more precise, one finds

Proposition 2.2.19. Let y € Y be attainable and (z,p*) € X x Y*. Then the following two
statements are equivalent

1. The elements x and p* are solutions of (2.5) and (2.17) respectively and
J(@) + J*(K"p") — (", y) = 0.
2. The Karush — Kuhn — Tucker conditions hold:

Kr=y and K'p*edJ(x).

Proof. [51, Chap. 3 Prop. 4.1] O

Remark 2.2.20. Theorem 2.2.19 amounts to saying that as soon as an arbitrary solution x
of Equation (2.4) satisfies the source condition (2.6), it is already a J-minimizing solution.
Moreover, in that case the source element p* is a solution of the dual problem (2.17).

In view of Proposition 2.2.8 this shows that (z,p*) € X x Y* is a saddle point of the
augmented Lagrangian L, if and only if « is a solution of (2.4) and

K*p* € 0J(x)

holds.

2.3 Convergence for Data in a Banach Space

In this section we will study the regularizing properties of the operator family
{Rn:Y — X}y

as introduced in the previous section (cf. Remark 2.2.12). That is, the issue lies in finding
a parameter choice rule I' : [0,00) x Y — N such that ({Rn},cy.T) forms a regularization
method for the operator equation (2.4) (cf. Definition 2.2.4).

For y € Y we adopt the notation from the previous section and make use of the dual
functional F*(-;y) as given in (2.13) and in order to keep the presentation transparent we

abbreviate
* :_ 1 f F* *' .
H (y) q*IGDY* (q ay)

According to Lemma 2.2.14, p*(y) is finite, whenever y is attainable, i.e. if there exists
x € D(J) such that Kz = y.
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XY n(s) RN 771 (s)
) / )
S < -

¢~ 1(s) ¢~ (s)

Figure 2.1: The auxiliary functions n (left) and n; (right).

Throughout this section we will make use of the following two auxiliary functions defined
for each s > 0 by

n(s):=¢"'(s)s and m(s) = (g0 07")(s).

The graphs of the two functions are depicted in Figure 2.1. It becomes (visually) evident
that both, n and 77, are increasing and mutually related by

m(s) = n(s) — Yy-1(s) (2.18)

for all s > 0.

We start our analysis with an (asymptotic) estimate for the residuals in Theorem 2.3.4.
To this end we shall at first prove a result on monotonicity. We refer to Osher et al. [103,
Prop. 3.2] for the corresponding result in Hilbert spaces and to Kiwiel [87, Lem. 4.1] for a
finite dimensional version.

Lemma 2.3.1. Let y € Y, n > 1 and set & := K*R (y). Then

I KRn(y) — yll < |1 KRn-1(y) — vl -

Moreover, for alll v € X

an (D5 (0, R (w)) + DT~ (Ru(w) Ru1 (4)) = DT (0. R (1))
< v (1Kv = yll) = o (1K Ru(y) ~ v

Proof. For the sake of simplicity, we agree upon the abbreviation

Zn = Rp(y), and p,:=R,(y), foralneN.

Tn case that v g D(J) we agree upon

.
En—1

D5 (v, Ra(y)) = D5 (v, Rn-1(y)) = 00 — 00 =: 0
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2 Iterative Regularization of Linear and Ill-posed Problems

Since for each n > 1 one has K*p! | € 0J(zn—1) according to (2.9b) it follows from the
definition of the subgradient that for an arbitrary v € X

J() = J(xpn-1) + <K*pfb_1,xn_1 — v> > 0. (2.19)
Hence we observe by setting v = z,, in above inequality from optimality in (2.9a) that

Vo (1Kzn = yll) < g (|Kzn = yll) + an (J(@n) = J(@n-1) + (€51, Tn1 — T0))
=Yg (|1 Kzn —yll) + an (J(2n) = J(@n-1) + (1, Kzno1 — Kap))
=Yg (| Kzn = yll) + an (J(z2) = (pr-1, Kz — y))
—an (J(@a-1) = (D1, Kzno1 — 9)) (2.20)
<y (|1 Kzn-1 —yl)) + an (J(xn—l) - <p;:,—17 Krp1 — y>)
—ap (J(@n-1) = (Pp_1, Kxn-1—y))
= g ([[Kzn—1 —yl]) .-

The first assertion of the lemma follows from the monotonicity of 1)g.
In order to show the second inequality, note that for f : v — 1 (|| Kv — y||) it follows from
(2.9b) and Lemma A.2.18 that

an(§n1 = &) = K (P 1 — Pp) € K'Jp(Kan —y) = 0f (wn)
and thus forn >1and v € X
Yo (IKv = yll) — v (1Kzn — yll) > an (651 — &1, 0 — ) -
Eventually, it follows from the definition of the Bregman distance (cf. Definition A.2.6) that
Qp (D?L (U7 xn) + D?]nil ($n7 xnfl) - D{]ni1 (/Uv xn71)>
= o (§-1 = & v = Tn) < P (1K = yl) = v (|1 Kz — y))
for all v € X. O
Corollary 2.3.2. If y € ran(K) and z is a solution of (2.4), then for all n > 1
DY (2, Ru(y)) < DF (2, Rn(y)) + D (Ru(), Rn-1(y) < D7 (2, Rn1(y))

Proof. From Lemma 2.3.1 it follows for all n > 1 that

n n— &
@ (DS (@, Ru()) + D5 (Ru(y), Rue1(1) = DT (2. Rua (1))
< ¥ (K2 = yll) = v ([KRa(y) — yll) = =g (| KRn(y) — yll) <0
The assertion follows from the fact that a, > 0 and DJ;‘I(Rn(y), Rn-1(y)) > 0. O

Remark 2.3.3. Let y € Y. We note that for each n € N, it follows from (2.9b) that
an(Ri(y) —RE_1(y) € Js(y — KRp(y)) and thus in turn from the definition of J4 in (A.1.1)
that

¢~ (an [ Ry (y) - W) = I1KRa(y) —yll.

Since ¢! is monotone, Lemma 2.3.1 imphes that

i1 [ R () = Riu@)|| < om | Ri(y) — R (v)|] -
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2.3 Convergence for Data in a Banach Space

We proceed with the announced estimate for the residuals. We also refer [103, Thm. 3.3
and Thm. 3.5] for similar results which are covered by the upcoming Theorem. Recall the
definition of ¢, (a) in (2.2).

Theorem 2.3.4. Lety € Y be attainable and §y € Y. Then for alln € N

F*(pg,y) —
tn(ax)

IKRa(3) — 3 < 65 ( i) mo) | (2.21)

Proof. We abbreviate for each n € N
Ppi=Ru(y) andd:=[y—gl.

Then, by keeping in mind Remark 2.3.3, the assertion to prove is equivalent to

67 (anl = phal) < vt (FEED S ).

From Proposition 2.2.15 it follows that the sequence {pj, }, . is characterized by the proximal
point algorithm 2.2.16, that is

P, € argmin o Pg-1 (an [|a” = poa]) + F7 (a7 9)
q* *

for each n > 1. By setting f : ¢* — a,jl@%-l (an Hq* — pfl_lH), this implies that
0€0(f+F*(59)(pn) = 0f(pr) + OF " (pp; §) = Jg-1(on(py — Pr—1)) + OF " (5 9)

We choose elements g,h € Y™ such that g € Jy-1(an(p), — p5_1)), h € OF*(p;;y) and
g+h = 0. Evaluating the left and right hand side of this equation at the element o, (p} —p)_4)
and taking into account the definition of J,-1 (cf. Definition A.1.1) gives (recall that n(s) =

¢~ (s)s)

0= (g +h,an(p} = Ppe1) )yur yo = 0 |0 = Pra|]) + an (B D)y = Dr1) ey - (2:22)

Since h € OF*(pj;4) it follows that F*(p}_1;9) — F*(p};9) = (h,p}_y —p:ib>y** y+- This
together with (2.22) implies that
o (e |95 = praal]) = (Dot = 23 )yee ye < FH(03-139) — F* (97,3 9) (2:23)

for all n > 1. Since F*(p*;y) = J*(K*p*) — (p*,y) one finds

ay 'nlan ||py — phal)) < TPy _y) = (Ph-1,8) — (J*(K*pyy) — (03, 5))
= J(K*py—1) — (Pr-1,y) — (J*(K*py,) — (07, y)
+ (pp1 =Py —0) (2:24)
= F*(py_1;9) — F* (0 y) +(ph1 — Py — )
< F*(py_1;9) — F* (0l y) + ||ph — v || 6.

We recall that the primitive 1)y equals the Legendre — Fenchel conjugate of 141 (cf. Ex-
ample A.2.13) and thus one finds for the function Oéilw(bfl by applying Lemma A.2.15 that
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2 Iterative Regularization of Linear and Ill-posed Problems

(a1pg-1)*(s) = a1g(as) for all s,a > 0. Therefore Fenchel’s inequality (A.9) shows for
all s,¢ > 0 that

st = (o 's)(at) < (o py-1) (a7ls) + oy (at) = a Mpy(s) + o o1 (at)  (2.25)
Setting v = v, s = 0 and ¢ = ||p}; — pji_ || in (2.25) gives together with (2.24)
o (e |9y = pral]) < FX(0h—139) — F* (i y) + o g1 (e |5 — pha |]) + a6 (6).
Recall the definition 71 := 9y 0¢~! and relation (2.18). With this the previous estimate yields
1

(o [|py, — P |]) = oy g1 (an [P} — Pia])
< F*ph_1y) — F* (0l y) + o "0 (6)

ay'm(an ||pf — pha|) = o

Since 7 is increasing, we conclude from Remark 2.3.3 that {771 (an H Dy — p;;l”)}n cy s non-
increasing. Therefore we finally get
n
ta()m(an ||} — Phoa ) =D a5 'men ||p, — i)
j=1
n
<> a5 miog |5 = i)
j=1
n
< P 5y) — Fr(0)_159) + o e (9)
j=1
< F'(po;y) — 1" (y) + tn() by (0).
This shows that
- - 1 (F(p5,y) — 1 ()
6 (an = phal) < vt (FEED S g 0)).
n
and the assertion eventually follows. O

Before we move on to the main result of this section, we need to impose some additional
assumptions on the weight function ¢.

Assumption 2.3.5. The weight function ¢ satisfies the following property: For every A,e > 0
one has

sup o (5) ¢ =06) (2.26)
as well as
sup by (;) ¥y '(T) = O(e), (2.27)

Remark 2.3.6. The above requirements at first glance seem to be quite technical. We there-
fore point out that in the (frequently occurring) case ¢(s) = sP~! for p > 1 the assumptions
are satisfied. For the remainder of this section we will assume that Assumption 2.3.5 holds.
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2.3 Convergence for Data in a Banach Space

Lemma 2.3.7. Let {a,},cy C [0,00) and {b, },,cry C (0, 00) be sequences of positive numbers
such that

inf b, =: 0 > 0.

neN

Then the following two assertions hold:

L anty ! (bn) = O(¥g(an)by)-

2. For every A > 0 there exists a nonnegative and real valued function ¢ such that for each
€ > 0 one has that ((¢) = O(¢) and

d
it (2) £ @) zupt ), forall z >

<
T
Proof. 1. Let €, := 14(a,)by,. Since § < by, for all n € N it follows from (2.27) that

anthy (bn) = by (bglan)) gt (bn) = 05" (Z:) V51 (ba) = Olen).

Hence the first part of the Lemma follows.

2. First we note, that for every diffeomorphism f : [0,00) — [0, 00) the relation % f~Yr) =
W holds, where f'(7) = £ f(7). In particular, setting f(7) = 14(7) and noting that
(1) = ¢(7) shows
1 1

oW, (r)  ml(r)

Now let A,e > 0. Then it follows from (2.27) that there exists a nonnegative function ¢ with
¢(g) = O(e) such that for all 7 > A

L) = (229)

v (;) = ¢;€()r)'

Moreover, we find from (2.26) that another such function ¢ satisfying (g) = O(((e)) = O(e)

can be chosen such that B
¢(e) ¢(e)
’ (w;(r)) = 50057 ()

for all £ > A\. Combining the previous two estimates and taking into account the monotonicity
of ¢, we further conclude that

1 (EN _ (-1 (E ¢(e) ¢e) <o)
' (G) e (w! (7)) =0 (%1(7)) S0, ) )
This estimate together with (2.28) finally shows that

it (5) < mfﬁ?ﬂ = (&) (7).

T

and the assertion follows. ]
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2 Iterative Regularization of Linear and Ill-posed Problems

Lemma 2.3.8. Let y € Y be attainable and y € Y. Then there exists a nondecreasing and
continuous function 7 : [0,00) — R and {(,},,cy C R such that for n > 1

IR < (17 = yll) + vy (@) and  Go = O + ta(a)ihs([[§ = yl))-
Proof. In this proof we set
=llg—yll and c:=F(py,y) — n*(y).

From Theorem 2.3.4 and Remark 2.3.3 it becomes evident that for all n > 1

n IR0 = R @) < ™ (g + 0600
With this we find
IR @I < gl + 3 [R: @) - R: H<Hpou+2a 1 ( F elo >). (2.20)
j=1

Since 7; is increasing, 77 ! exists and is increasing as well. Therefore, the mapping

r ot (£ 4 v6(9))

is decreasing and hence we gain

En:a; Iy ! (tj(fl)qu(é)) < a7l M ear + vu(6)) + /t SRR (£ +vs(®) ar.

j=1 1()

By setting v(0) := [|p§| + oy 'ny  (car + 14(8)) it follows from the last inequality and (2.29)
as well as from the monotonicity of n; ! that

e <300+ [ (E @) ar <)+ [ g (SN o,

t1(c) t1 () T

From Lemma 2.3.7 it follows that there exists for each n > 1 a nonnegative constant (, such
that for t1(a) < 7 < t,(a)

1 T

- (HW“)%(‘”> <l w¢, (1)

and ¢, = O(1 + ¥4(9)t,(ax)). Combining the previous two estimates results in

tn(ox) d
IRA@I <20 +6 [ " Lur)dr

tl(a)
= o (5 (1) = 5 (11(e)) < 1(0) + Gty (b))
and the lemma is proven. O

With the preliminary results in Lemma 2.3.7 and Lemma 2.3.8 we are now able to prove
that the augmented Lagrangian algorithm constitutes a regularization method for (2.4).
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2.3 Convergence for Data in a Banach Space

Theorem 2.3.9. Let y € Y be attainable and {y,},cny C Y such that 6, = ||y — yn|| — 0 as
n — oo and assume further that I' : (0,00) X Y — N satisfies

Vo (0n)trs, yny () = O(1)  and  lim tpe, 4,.) () = oo, (2.30)

n—oo

Then ({Rn},enT) is a reqularization method for (2.4). If additionally

Jim ) (0n) (s, 4,) (@) = 0 (2.31)
one has
limsup J (Rrs, gy (9a)) < inf {J(0) © Kv =y} + F*iy) - u'(y).  (232)
n—oo veX

Proof. Let x € X be a J-minimizing solution of (2.4) with right hand side y, which exists
according to Theorem 2.2.3. Moreover, for each n € N we set

v(n) :==T(0n,yn), @n=Rym)(yn) and py =Ry (Yn).
First, note that for all n > 1 one has K*p} € d.J(z,) according to (2.9b). This implies that
J(wn) < J(x) + (K py, w0 — ) < J (@) + [Py [ Kzn — yll
J(@) + Pl on + Pl (| K2n — ynll . (2.33)
Recall from Remark 2.3.3, that for all j,n € N one has

¢_1 (aj HR}‘(yn) - ] 1(Yn H) KR (yn) — Ynll -
From this and from the monotonicity assertion in Lemma 2.3.1 it then follows that

v(n)
j=1
v(n)
< €n+z HR;(yn) - j 1(Yn) H KR (Yn) — vl
j=1

=éen+ Z HR;(yn) - R;—l(yn)H (b_l(aj HR;(Z/TL) - R;—l(yn)H)
(2.34)

where according to Theorem 2.3.4 €, = ||pj|| || Kzn — yn|| satisfies lim,,_,o €, = 0. Combining
(2.34) with (2.23) yields (note that n(s) = ¢~ 1(s)s)

v(n)
I I 2 = ynll < n+ > i (e | R (yn) = Ri_1(yn)|])
j=1
< en+ F*(p; yn) — F* (0 Un)
=& + J(KD) — 04 yn) — (T (K*py) — (0h, Yn))
= en + J(K*pg) — (o, y) — (J*(K*py,) — (ors ) + (06 — P> Yn — V)
< en+ F (posy) — 1 (y) + 0n(llpoll + llonll),
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2 Iterative Regularization of Linear and Ill-posed Problems

where p*(y) = inf {F*(¢*;y) : ¢* € Y*}. Combining this with (2.33) gives after setting
én = [IP5ll 6n + €n

J(zn) < J(@) + F*(po;y) — 1" (y) + 260 [Ipnll + En- (2.35)
From Lemma 2.3.8 it follows that

Sn 1P3 Nl < 0¥ (0n) + 6nCathy (o) (@),

where 7(6,)d, — 0 as n — oo and G, = O(1 + t,(n)()Y(dn)). From Lemma 2.3.7 (1) it
therefore follows that oy [|p;;|| = O(t,(n)(a)¥4(0r)) and hence — provided that (2.30) holds
— this already implies that
limsup J(z,) < M < 00
n—oo
for a constant M € R. Furthermore, if (2.31) holds, then 6y, ||p}|| — 0 as n — oo and thus it
follows from (2.35) that M can be chosen as

M = J(@) + F*(po;y) — 1" (y) = inf {J(v) = Kv=y}+F (po;y) — 1" (y)
and (2.32) follows.
In particular, this implies that the sequence {J(zy)}, ¢y is uniformly bounded and due to
monotonicity (cf. Theorem 2.3.1) the same holds for {1y (||Kzn — ynl)} Therefore it
follows that

neN’

sup (Yo ([ Kzn —yl]) + J(2n)) < sup (¢ ([ K2n = ynll + 6n) + J(25)) =: C < 0.

In other words, for all n € N one has z, € A(C), which is a sequentially Tx-compact set
according to (R5).

Let n — p(n) be a selection such that {x,(,) }neN is Tx-convergent with limit 2. From lower
semicontinuity (cf. Remark 2.1.2) and Theorem 2.3.4 we eventually conclude (by noting that
tu(p(n)) (@) — 00 according to (2.31))

||Ki _ yH < ]1nrr_1>£f Hpr(n) ~ Yo(n) H

F*(pgsy) — 1 (y)
tu(p(ny) (@)

(2.36)

< lim 1/};1 < +w(5,,(n))> =0

or in other words K& = y. O

We close this section remarking on a particular parameter choice rule I'" obtained by the so
called discrepancy principle. Let 7 > 1 be a given constant and y as well as {y, },cy be as in
Theorem 2.3.9. We define

v(n) = min{k € N : (| KRk (Yn) = ynl) < 704(0n)} - (2.37)
The number v(n) is well defined: From Theorem 2.3.4 it becomes clear that

F*(pisy) —
tk(a)

b (1K Rilm) — ) < B 1y 6,).
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for all k£ € N. Since t;(a) — 0o as k — oo (cf. (2.3)) there exists kg € N such that for all
k > kg
F (6 y) — 1 (y)
tr(cx)

Hence, v(n) is well defined. In particular, we find that

F*(pg;y) — 1™ ()
tu(n)—l (a)

< (T - 1)¢¢(5n)

7'1!}(;)((5”) < ¢¢(”KRV(R)—1(yn) - yn”) < + ¢¢(6n)

and in turn one finds

¢¢(5n)

Ay (n)

(T - 1)w¢(5n)tu(n)(a) - (T - 1)

= (7 = Do (0n)tymy—1(@) < F*(po; y) — 1 (y)-

This results in . % «
F*(pg; y) — 1" (y) N Y (0n)
T—1 Wy(n)

Yo (n)tu(n) (@) <

(2.38)

Hence the right hand side of (2.38) is bounded, when e.g. inf,en, > 0. As in the proof of
Theorem 2.3.9 this implies that {Rl’(”)(y”)}neN C A(C) for a constant C' € R. Moreover, the
construction of v(n) implies that
lim HKRu(n)(yn) - yH < lim (HKRu(n)(yn) - ynH + 5n) < lim Tw¢(5n) + 0, = 0.
n—oo n—oo n—oo
Thus the lower semicontinuity argument (2.36) is applicable. Note, that v(n) not necessarily

tends to co as n — oo.
We summarize:

Corollary 2.3.10. Let y, {yn},cy and {0, },cy be as in Theorem 2.3.9 and assume addi-
tionally that 7 > 1 and

inf a,, > 0.

neN

IfT'; : (0,00) XY — Nis such that v(n) = I'(d,, yn) satisfies the discrepancy principle (2.37),
then ({Rn},cn,Ir) is a regularization method for (2.4).

Remark 2.3.11. 1. The discrepancy principle (2.37) in the context of Algorithm 2.2.9 was
introduced by Osher et al. in [103] motivated from iterative Tikhonov regularization
(cf. [53]). It was shown in [103, Thm. 3.6] that the parameter choice in (2.37) yields
a convergent regularization method, however, under the additional assumption that
n(v) — oo as v — co. We note, that our analysis gets by without this requirement.

2. Estimate (2.38) gives rise to a (heuristic) variant of the discrepancy principle. Let
y € Y be attainable and § € Y be a (noisy) approximation of y and assume that one
can estimate § > 0 such that

ly =gl < 0.

Then (2.38) suggests to use R,+(7) as approximation for exact J-minimizing solutions
of (2.4), where

. :max{n EN : t(a) < F*(p5;y) —u*(y)}'

(T = 1)y (9)
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2.4 Convergence for Data in a Hilbert Space

In this section we consider the case, when Y is a Hilbert Space with inner product (-, ), .
The main focus of this section lies on coming up with an improvement of the convergence
results in Theorem 2.3.9. This will be achieved in Theorem 2.4.4. Moreover, we will present
a convergence rates result for the augmented Lagrangian method in Theorem 2.4.6.

Throughout this section, we assume that ¢(s) = s and note, that this implies that J, = Id.
By means of Riesz’ isomorphism we identify Y* with Y and likewise the pairing (-, )y y with
the inner product and agree upon the notation 7

Y*=Y and (p, y)w,y = @Yy =y

Recall that a = {an },,cn C (0,00) and that pp € Y is chosen according to requirement (R6),
that is, there exists g € X such that K*py € 0J(xp).
In the present setting, the augmented Lagrangian method takes a convenient shape: Let
y € Y and o > 0. The augmented Lagrangian L(-,;y,«) := Liq(-,5y,a) : X x Y — R can
be written as )
1 «
L(z,py, ) = 5 |Kz — (y + ap)|® + aJ(z) - > Ipl* . (2.39)
Thus Algorithm 2.2.9 turns into

Algorithm 2.4.1 (Augmented Lagrangian method: Hilbert space version). Let y € Y. For
n=1,2,... compute

1

2, € argmin = ||Kv— (y + anpn_1)||> + anJ (v), (2.40a)
veX 2

Pn = Pn-1—oy (Kzn,—y). (2.40D)

As in Section 2.3 we set for y € Y

Ra(y) =, and RZ(Z/) = DPn,

where {(Zn,pn)},cn denotes an arbitrary sequence generated by Algorithm 2.4.1 w.r.t. the
data y, the initial value py and the parameters ae. Moreover, we again make use of (cf. (2.13))

F*(pyy) = J*(K*p) — (p,y)

and set p*(y) = inf {F*(p;y) : p € Y}. Werecall that p*(y) is finite, whenever y is attainable
(cf. Lemma 2.2.14).

The proximal point method w.r.t. F*(-;y) (cf. Algorithm 2.2.16) in the Hilbert space
setting comes as

Algorithm 2.4.2. Let y e Y. Forn=1,2... compute
. Qp 2 *
pn = argmin —- lg — pn-1ll” + F*(¢;v). (2.41)
qeY

Let y € Y and {pn},cy be the unique sequence generated by Algorithm 2.4.2. Then it
follows from from Proposition 2.2.15 that

R: (y) = Dn
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for all n € N. In other words, the dual sequence {R},(y)},,cy is uniquely defined.

We will now present the main convergence result for the Hilbert space setting. Before we
do so, we cite a result by Giiler established in [72], which will turn out to be extremely useful,
in order to prove convergence of the augmented Lagrangian algorithm (cf. Theorem 2.4.4)

Lemma 2.4.3. For all ¢ € Y the following estimates holds

2 0|2 o
PR i) - (i) < V0l MR 808 o i) - i)

Proof. [72, Lem. 2.2] O

Theorem 2.4.4. Let y € Y be attainable and {y,},cn CY such that 6, := ||y — yn|| — 0 as
n — oo and assume further that T : (0,00) X Y — N is such that

lim 5,21tp(5myn)(a) =0 and lim tpg, (@) = co. (2.42)
Then ({Rn}nenT) is a regularization method for (2.4) such that

lim J(Rrs, ) (¥n)) = inf {J(v) : Kv=y}. (2.43)

n— 00 veX

Proof. Let y € Y and set
=lly=3ll, zn:=Rn(g) and pp:=R.(7).

Moreover, assume that x is a J-minimizing solution of (2.4).

We will start with an estimate for the sequence {J(zy)},cy. To this end, note that from
(2.9b) it follows that K*p, € 0J(xy) for each n € N. Thus the definition of the subgradient
implies

J(:L’n) < J(:L’) + <K*pmxn - $> = J(‘T) + <pn7Kxn - y> . (2‘44)
First, by applying Lemma 2.4.3 we find for all n € N and an arbitrary ¢ € Y that

2
Hq_an < Hq pOH tn(a)

ln (= pa—1)II* + F* (5 9) = F*(pn; )

2, () T 2ty(«) 2
Hgtn(poy tn(Qa) Han( Pn ]%—1)”2

+ F*(¢;y) — F*(pn3y) + {a —pn,y — 9) -
From Young’s inequality we find for every ¢ > 0 that

C g2

(@q—pn,y—19) < Hq pnl? +3

=%
We choose ¢ = 2t,,(a) and combine the previous two estimates with the fact that F*(p,;y) >
1 (y) to

lg —pall® _ Nl = poll” ) () , )
S tn 07 — n\Pn — Pn— F*(q; — F*(pn;
) = 2t(a) @ 5 lon(n = pod)I” + F(¢:9) = F*(pniy)

2
< lla — pol|

2 () Y tn(a)6 + F*(qy) — 1 (y).  (2.45)
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Let € > 0 and choose an element p. € Y such that F*(pe;y) < p*(y)+e. Then we conclude
from (2.45) by setting ¢ = p. that

1P — pull Ip= — pol?
< b ()62 +e. 9.46
N 2(a) () (2.46)

Next, after setting ¢ := F*(po;y) — p*(y), Theorem 2.3.4 shows that for each n € N.

2c
tn(cx)

We eventually get the desired estimate: combining (2.44) with (2.46) and (2.47) results in
J(xy) < J(x) + (pn — pe, K2n — y) + (pe, KTy — )

Pn — P
< J@)+ %Lekﬁ:*M% ol + llpell 1 Ko —

2+/ty
+ (2v/tn(@)s + 2020 + 1 (@)0?) \/”pa;t]”o”2 ()82 + ¢

2c
5 2
+Hp||(5+— tn“w<+5 ).

With this preparation we return to the prove of the assertion. For n € N we set v(n) =
T'(0n, yn)(yn). Then it follows from (2.42) that

[Kwn —yll < [Kzn =gl + lly —gll <0+ + 0% (2.47)

(2.48)

n—oo

In turn, we find from (2.48) that

limsup J(Ry(n)(yn)) < J(x) + 2V 2ce.

n—oo

Since € > 0 was arbitrary this finally shows that

lim sup J (Ry ) (9) < J(2). (2.49)
n—oo
From the general result in Theorem 2.3.9 we already know that the sequence {R (yn)}neN
is contained in a sequentially 7x-compact set and that every 7x-cluster point is a solutlon of
(2.4). Thus, from Definition 2.2.4 and Remark 2.2.5 (1) it follows that each 7x-cluster point
of {Ry(n) (yn>}neN is a J-minimizing solution (2.4).

In particular, for each subsequence of {Ry(n) (yn)}neN there exists a further subsequence
that converges to a J-minimizing solution Z of (2.4) w.r.t. 7x. Assume that n — p(n) selects
this subsequence and observe from the 7x-sequential lower semicontinuity of J and (2.49)
yield

J(z) < J(&) <Hminf J(Ry (o)) (Yp(m))) < Hmsup J(Rypm)) (Wpm))) < J(2)
n—oo
Thus, each subsequence of {Ry(n) (yn)}nEN has in turn a subsequence such that (2.43) holds.
Therefore (2.43) already holds for the whole sequence. O
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2.4 Convergence for Data in a Hilbert Space

Corollary 2.4.5. Let y € Y be attainable, § € Y and set 6 := ||y — g||. Moreover, assume
that x is a J-minimizing solution of (2.4), that satisfies the source condition (2.6) with source
element p and set £€* = K*p. Then the estimate

(D5 (Ru(@), w>)2 <4 (”gf(‘j)” + tn<a)62) (20F"(posy) — 1" () + ta(a)d?) . (2.50)

holds for all n € N.

Proof. Let {xy}, cn and {pn},cn be as in the proof of Theorem 2.4.4. If p is a source element
for x, it follows from Theorem 2.2.19 that

w(y) = inf F*(q;y) = F*(p;y).
€y
Thus we deduce from (2.46) with p. =p and € =0

lp —pall® _ lIp — ol
A, (o) — 2tp(o)

+ t,(a)d2.

From the update rule (2.9b) in the augmented Lagrangian method it follows that K*p, €
0J(xy). Thus the Bregman distance between x,, and = can be estimated by

DY (xn,x) = J(xn) — J(2) — (€", 2, — )
<A(K"pn,xn — x) = (K*p, 2y, — 7) = (P — p, K7y — 9) .

Combination of the previous two estimates with Theorem 2.3.4 results in

2
K*
(DX P (@n2))” < lIp = pall* 152 — 91

_ ”p_pn||2
= i) tn(@) 1Ko —y|”

lIp = pol* 2 o (et 2
=4\ e el (2(F*(p5:y) — 1* () + tn()5?) .

O]

The previous Corollary implies a convergence rates result for the augmented Lagrangian
method (Algorithm (2.4.1)). To be more precise:

Theorem 2.4.6. Let y € Y be attainable and {y,},cn CY such that 6, := ||y — yn|| — 0 as
n — 0o. Assume further that there exist constants 0 < b < B and I' : (0,00) X Y — N is such
that

b < Ontr(s,yn) (@) < B,  forallmn €N. (2.51)

If x is a J-minimizing solution of (2.4) that satisfies the source condition (2.6) with source
element p € Y, then

D5 (R, (W) 2) = OL2)  and  ||KRrs, 4 (yn) — y|| = O(6Y?), (2.52)

where £ = K*p.
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2 Iterative Regularization of Linear and Ill-posed Problems

Proof. Let us agree upon the abbreviations

v(n) :==T(0n,yn) and c:=F*(pyy) —p (y).

Then it follows from Corollary 2.4.5 and

2 —
'S < [P0 — p|| 2 2
(DJ (Ry(n) (yn)7 .1‘)) <4 <2tu(n) (a) + tu(n) (a)(sn (2C + tu(n)(a)(sn)

<4 (””‘);Bf’”é" + bén) (2¢ + b6,) = O(6).

The second inequality in (2.52) follows from Theorem 2.3.4: we have

KR (yn) — yll = 1 KRn(Yn) — ynll + lyn — |

2c 2¢9,
</ 2 < nos2 — 1/2y
< tn(a)+5"+5”— B + 02 + 9, = 0(6,/%)

O]

Remark 2.4.7. We note that the convergence rate in (2.52) in general is not optimal: For
iterated Tikhonov regularization (cf. Section 2.5.1), for instance, it is well known, that the
optimal rate is O(4) instead of O(6'/2). However, there may exists choices for J such that
the estimate in (2.52) is sharp.

2.5 Example: Quadratic Regularization

In this section we will study Algorithm 2.4.1 for the special case, when J is a quadratic
functional defined on a Hilbert space. In the follow-up paragraph we will clarify this notion:

Assume that for i € {1,2}, H; are Hilbert spaces with inner product (-,-), and induced
norm ||-||,. Assume further that L : D(L) C Hy — Hp is a linear and closed operator defined
on the dense subset D(L) C H;. It is not required that L is bounded and we use the symbol
Gr(L) for the graph of L, that is,

Gr(L) = {(1‘1,1‘2) € Hi x Hy : L(l’l) = 1’2} .

We further recall that since D(L) is assumed to be dense, there exists a linear operator
L*: D(L*) C Hy — Hjy, where

D(L*) :={x9 € Hy : the mapping x1 — (Lx1,x2), is continuous }

such that
(Lx1,22)y = (21, L*x9), for all z:y € D(L), x9 € D(L").

The operator L* is called the adjoint operator of L (cf. [124, Chap. VII.2]). By a quadratic
functional we refer to a functional J : H; — R defined by

Jw) = {; |Lz||2  if z € D(L)

(2.53)
+00 else.

The subgradient of a quadratic functional admits a convenient characterization
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2.5 Example: Quadratic Regularization

Lemma 2.5.1. The functional J is proper, convex and lower semicontinuous and one has
D(0J) = D(L*L) with

0 else.

0J(2) = {L Lz ifz € D(L*L)

Proof. Since L is densely defined, J is proper. Moreover, convexity follows from the linearity
of L and the convexity of ||-||3.

We prove lower semicontinuity. Assume that {:Cn}nEN C H; is a convergent sequence
with limit z. If Lx, converges to an element y € Hs we conclude from the closedness of L
that Lx = y and nothing remains to be shown. Therefore we can assume that Lx, does not
converge in Hy and it is not restrictive to presume that { Lz, }, . has a bounded subsequence
(otherwise liminf,, . J(x,) = +00 and nothing remains to show).

Since lim inf,, o J(z5) < 00 one can choose a selection n — p(n) and an element y € Ho
such that

Lzpm) = y.

Since Gr(L) C H; x Hj is closed and convex it is weakly closed and thus x
Lz = y. Weak lower semicontinuity of the norm eventually gives

p(n) — T implies

1 .1
J(2) = 5 | Lall3 < tminf || Loy 5 -

It remains to show that D(9J) = D(L*L) and 0J(z) = L*L(x) for x € D(L*L). It is
straight forward to check that L*Lx € 0J(x), whenever x € D(L*L) or in other words that
Gr(L*L) C 0J C Hy x Hy. Moreover, one has that

(L*Lay — L*Lag, 21 — x3) = ||[Lay — Las||* >0

for all z; € D(L*L) (i = 1,2), which means that Gr(L*L) is a monotone subset of H; x Hj.
Since D(L) was assumed to be dense, L*L is densely defined and self-adjoint ([124, Cor. VII
2.13]) and therefore closed. This, however, is already sufficient for Gr(L*L) to be maximal
monotone (see e.g. [80, Chap.3 Thm.1.45]), that is, Gr(L*L) is not properly contained in any
monotone set in Hy x Ha. Since 0J is (maximal) monotone and due to the fact that

L*L coJ
this shows L*L = 0J and the Lemma is shown. O

In order to synchronize the current setting with the general assumptions in Section 2.1 we
set X = Hj and assume that Y is another Hilbert space and we choose 7x = 7¥ and 7y = 7.
Moreover, we assume that K : X — Y is a bounded and linear operator such that the sets

M) ={zeX : |Ke*+|La) < c}

are sequentially weakly compact (for every ¢ > 0) and that 9 € X and py € Y are chosen
such that
K*po S GJ(azg) = L*L:L'().

The augmented Lagrangian method in the present setting comes as

Algorithm 2.5.2 (Augmented Lagrangian method: quadratic case). Let y € Y.
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2 Iterative Regularization of Linear and Ill-posed Problems

1. Set Ro(y) = xo.
2. Forn=1,2,... compute

Rn(y) € argimin 1w — yl* + an [|L(v = Ro1(w))]| - (2.54)
ve

Assuming that the above assumptions hold, the analysis in Section 2.5.2 shows that the
augmented Lagrangian method (Algorithm 2.2.9) is well defined. From Theorem 2.4.4 we
gain

Proposition 2.5.3. Lety € Y be attainable and {yn}, .y C Y be such that 6y, = ||y — yn|| —
0 as n — oo. Further assume that T': (0,00) x Y — N is such that

nlLH;O 52751«(5”,%)(01) =0 and nlggo 0 (50,yn) (@) = 0.
Then ({Rp},en T) is a reqularization method for (2.4) and one has

. . 2
Jim D (Regs, ) (yn), ) = 1 |[L (Re(s, ) (4n) = 2) [, =0
for all J-minimizing solutions x of (2.4).

Proof. Let z be an arbitrary J-minimizing solution of (2.4) and abbreviate
v(n) =T(0n,yn) and  Zn = Ry (Yn)-
From Theorem 2.4.4 we already know that

lim ||L&,[ = || Lz . (2.55)
n—oo

In particular, the set {||LZy||},cy is bounded and consequently there exists a selection n +—
p(n) and y € Hy such that

A Ly = v

Again from Theorem 2.4.4 we conclude that we can extract a further subsequence (which
we again indicate by p) such that #,,) — 2 and & is a J-minimizing solution if (2.4).
Since Gr(L) C X x Hy is closed and convex it is weakly-weakly closed and we conclude
that y = L& = Lx. Since we can proceed with every subsequence in analogous manner, we
conclude that

w-lim L&,, = L. (2.56)

n—oo
Finally, note that for all z,v € X
J (x)(v) = (Lz, Lv)
and therefore
Dj(n,x) = J(&,) — J(x) — J'(2) (&), — )
1, 1 . Lo,
= = || L&n|? - 5 ||L2|* — (La, Lé, — Lz) = - |[Lén — Laf|>.
2 2 2
Taking the limit for n — oo shows together with (2.55) and (2.56) the desired result. O

For the remainder of this Section we will study two special cases that emerge from particular
choices for K and L.
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2.5 Example: Quadratic Regularization

2.5.1 Iterated Tikhonov Regularization

For the special choice L = Id and xy = 0, Algorithm 2.5.2 turns to a classical regularization
method often referred to as iterated Tikhonov regularization (for a rigorous treatment see
Engl et al. [53, pp. 123]).

Let y € Y. Since J(z) = 3 ||||? is strictly convex on X, there exists a unique J-minimizing
solution of (2.4), whenever y € ran(K) and likewise each iteration step of Algorithm 2.5.2
generates a unique element R, (y). From obvious reasons, J-minimizing solutions in this
context are referred to as minimum norm solutions.

Furthermore, it is evident that (2.54) is equivalent to

(apld+ K*K)Ry(y) = K*'y + anRn—1(y).
From the spectral theorem, it follows that we can condense this equation to
Rn(y) = (gn(K7K) o K*)(y) (2.57)
where {g,, : [0,00) — R}, oy is a sequence of real valued functions defined recursively by

390 (t) = 07
14+ angn—1(t
gnlt) = a:g_:tl(), for n > 1. (2.58)
There exists a well-established theory for studying convergence for iterations of type (2.57),
which is collected e.g. in the book of Engl et al. [53, Chap.4]. From Theorems 4.1 and 4.2
therein we find

Proposition 2.5.4. Let y, {yn},eny and {0n},cy be as in Proposition 2.5.3 and assume that
x is the unique J-minimizing solution of (2.4) w.r.t. a given right hand side y € ran(K). For
n € N we assume

G, = sup {]gn(t)| L0<t< HKH2} < .

and .
lim g,(t) = - and lim 6, = 0.
n— oo t n—oo

IfT': (0,00) x Y — N is a parameter choice rule such that

lim Grs, 40 =0

N 00 nyYn)

then Ry (s, yn)(Un) converges to x.
We remark, that the symbol ||K|| in Proposition 2.5.4 denotes the operator norm of K,
that is,

Kz
1K) = sup WKL
zex\{o} 1zl

It was shown by Hanke & Groetsch [76] (see also Brill & Schock [28]) that in the case under
consideration, that is, for g, given by (2.58)

lim g,(t) =1/t and G, =t,(«)

n—oo

45



2 Iterative Regularization of Linear and Ill-posed Problems

provided that

Thus the general assumptions in Proposition 2.5.4 reduce to the requirements in Proposition
2.5.3, indicating that our result is consistent with the classical theory.

2.5.2 Tikhonov — Morozov Regularization

The second special case we are focusing on results from the setting K = Id and py = 0. The
method is referred to as Tikhonov — Morozov reqularization and was e.g. intensively studied
by Groetsch in the recent monograph [69].

Let x € X. Since K equals the identity operator, we will assume that X =Y. Moreover,
we remark that for a given z € X the mapping v — % ||z — v||2 is strictly convex, as a result
of which Algorithm 2.5.2 generates a unique sequence {R,(z)}, oy that is characterized by
the equation

(an L*L 4+ 1d)Rp(y) = x + an L* LR —1(y).
Similar as in the case of iterated Tikhonov regularization in the previous section we can give
a explicit formula for the solution R, (x) by
Ry (x) = Lhy (L), (2.59)
where L = (Id 4+ L*L)~" and? h,, is defined iteratively by

hO (t) = 07

14+ an(l —t)h,—1(t)
L) = . forn > 1. 9.
b (t) P p—— orn (2.60)

Again, iterative schemes of the form (2.59) are well investigated and we refer e.g. to Groetsch’s
monograph [69] for an excellent treatise on the topic. Theorem 3.4 therein states

Theorem 2.5.5. Let v € D(L), @ € X and define ||z — x‘SH =:0. Forn € N assume that
hn, € C([0,1]) satisfies

1
lim h,(t) = n for all t € (0,1]

n—oo

and that [thy(t)| is uniformly bounded on [0, 1] for alln € N. If {r,},cy C R can be chosen
such that |(1 — t)hy(t)| < ryp for alln € N, then

| LR (&) — Lal| < 50(\/rm).

It was shown in [69, Chap. 4.4] that, whenever «,, € (0,1] for all n € N, the assumptions
in Theorem 2.5.5 are met with
Ty = tp(ar).

We point out that this boundedness condition for {a, },,cy is superfluous according to Propo-
sition 2.5.3.

2The operator L is well defined, linear and bounded according to von Neumann’s theorem and its spectrum
is contained in [0, 1] (cf. [101, pp.301] for the pioneering work).

46



2.6 Notes

Remark 2.5.6. The major purpose of the Tikhonov — Morozov method is the stable evalua-
tion of the operator L. To be more precise, assume that for an (in general unknown) element
x € D(L) a ( in general noisy) approximation Z € H; is given.

When trying to approximate Lz by LZ one faces two difficulties: either & ¢ D(L) and thus
Lz is not defined, or Lz is defined but unstable due to the discontinuity of L. From the
viewpoint of Proposition 2.5.3, however, LR, (Z) for an appropriately chosen stopping index
n (for instance given by the discrepancy principle (2.37)) is supposed to stably approximate
Lz.

We note that for a linear and compact operator K : Hy — Hy the Moore — Penrose inverse
KT (cf. [53, Def. 2.2] for a Definition) is densely defined, linear and closed and — provided
ran(K) is of infinite dimension — unbounded. Since the stable evaluation of KT corresponds
to computing a best-approximate solution of (2.4), the Tikhonov — Morozov method can be
considered as a regularization method in the sense of Definition 2.2.4.

2.6 Notes

The augmented Lagrangian method was originally introduced independently by Hestenes [77]
and Powell [107] (who used the notion method of multipliers) as a solution method for the
constrained optimization problem

F(v) —inf! veV subject to ;(v)=0, je{l,...,n}, (%)

where F' and 1); are given functions defined on a space V (= RM). It can be considered
as a hybrid method of two techniques available by then: the ordinary Lagrangian method
and the slacked unconstrained minimization (or penalty) technique introduced shortly before
by Fiacco & McCormick in [58]. The new method, however, does not inherit the major
disadvantages of the latter, that is, slow convergence for the first and numerical instability
(as the penalty parameter tends to 0) for the second.

Shortly after that the method was further developed and generalized by numerous authors,
among them Miele et al. [96, 97, 98], Bertsekas [22, 23], Kort & Bertsekas [88] or Rockafel-
lar [112, 113] who generalized the technique for inequality constraints. Further research on
combination of inequality and equality constraints as well as application of the augmented La-
grangian method for variational inequalities has been conducted by Ito & Kunisch in [82, 83].
For additional references we also recommend the textbook by Bertsekas [24].

Our version of the augmented Lagrangian method as it comes in Algorithm 2.2.9 fits best to
the work of Glowinski & Marrocco in [67] (or alternatively Fortin [59]). Therein the authors
focus on the unconstrained problem

(FoB)(v)+G(v) —infl veV (3x)

where B is a linear operator and F' and G are functionals defined on appropriate spaces.
By means of an auxiliary variable y = B(v) problem (xx) is subsequently transformed into
(¥)3. This technique is referred to as the decomposition-coordination method, an exhaustive
analysis of which can be found in the textbooks by Fortin & Glowinski [60] or Glowinski [66].
The method was further studied by Ito & Kunisch in [85] for solving (xx) with additional
constraint v € K, K C V as well as in [84] for tackling a image restoration problem.

3Clearly we arrive at problem (2.5) by setting F' to X{,}, the characteristic function of the set {y}.
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Proposition 2.2.19 shows that the constrained problem (2.5) stands in duality to (2.17) a
unconstrained problem on the dual space. We refer to the excellent textbook by Ekeland &
Temam [51] for a thorough discussion on duality in convex programming. The augmented La-~
grangian algorithm is likewise related to the proximal point algorithm as stated in Proposition
2.2.15.

This method was first introduced by Martinet in [93] — using the term successive ap-
proximation (fr. approzimation successive) — in order to solve unconstrained minimization
problems. The currently used notion goes back to the paper of Moreau [100], who introduced
the resolvent operator (cf. Definition 2.2.17) as proximal point (fr. point proximal). In [115]
Rockafellar established a rigorous mathematical background and generalized the method for
finding zeros of monotone operators in Hilbert spaces. In much the same spirit is the work
in [114] by the same author, coping with augmented Lagrangian and proximal point methods
and their mutual relations.

Aside to [115], the work of Brézis and Lions in [27] is probably the first rigorous analysis of
the proximal point algorithm. More recently, Giiler [72, 73] studied global convergence rates
and constructed a situation where the trajectory of the proximal point algorithm converges
weakly but not in norm (see also Bauschke et al. [19]).

As we will see in the upcoming chapter, there exists a strong relation between iterative
algorithms of proximal point type and abstract evolution equations. Therefore we refer to
Section 3.7 for a supplementary list of references on that topic.

In view of Remark 2.2.10 the augmented Lagrangian method as it is in Algorithm 2.2.9
can itself be considered as a proximal point like algorithm, where proximity is understood
rather with respect to the Bregman distance than to a norm. Under the notion prozimal
minimization algorithm with D-functions algorithms of this type were introduced by Censor
& Zenios [37] and thereupon studied by Chen & Teboulle [40, 41], Eckstein [50] and Kiwiel
[87] to name but a few.

Shortly afterward the method of iterative minimization using the Bregman distance was
adapted to the general (infinite dimensional) Banach space setting e.g. by Alber & Butnariu
[3], Alber et al. [5], Burachik & Iusem [29] or Butnariu & Iusem [35]. We refer to Iusem [86]
for an overview article that contains a detailed list of references.

From on inverse problem point of view, the work by Krasnosel’skif in [89] is probably the
first approach to solve the linear ill-posed operator equation (2.4) with iterative methods of
proximal point type. A further development of this idea by Krjanev in [90] led to a convergence
analysis for a class of regularization methods that are covered by the analysis in Section 2.5.
We mention that Lardy [91] studied iterated Tikhonov regularization as introduced in Section
2.5.1 for the special choice «;,, = 1 for all n € N. Therefore iterated Tikhonov regularization
with this special parameter choice is referred to as Lardy’s method.

For a more recent treatise on nonstationary iterated Tikhonov regularization (that is for
nonconstant «,) we mention Brill & Schock [28] and Groetsch & Hanke [76]. Tikhonov —
Morozov regularization as presented in Section 2.5.2 was studied by Groetsch & Scherzer [70]
and Groetsch in [68] and [69].

We finally mention that the definition of a regularization method (as in Definition 2.2.4)
is motivated from the classical textbook of Tikhonov & Arsenin [121]. For a more recent
reference on regularization methods for ill-posed operator equations we refer to Engl et al.

[53].
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3 Evolution Equations

In Chapter 2 we reviewed the augmented Lagrangian method on Banach spaces, as a technique
for computing (regularized) solutions of the constrained minimization problem (2.5), that is

J(z) — inf!  subject to Kz =y.

We pointed out (cf. Remark 2.2.10) that algorithms of this type can be interpreted (by
adding constant terms to the objective functional) as a generalized proximal point algorithm
(cf. Definition 2.2.17), where the distance between iterates is measured by means of the
Bregman distance (w.r.t. to J) rather than by the Banach space norm.

In semi group theory (see e.g. Brézis [26] or Barbu [17]) it is well known that the proximal
point algorithm forms an implicit time scheme for abstract evolution equations, where the
regularization parameter serves as discrete time step size. In this chapter we will address
the issue whether or not the augmented Lagrangian method — when viewed as a generalized
proximal point algorithm — can be considered as a numerical scheme as well. We recall the
(formal) argumentation in the introductory example in Chapter 1:

Assume that f € L?() is a noisy capture of a (unknown) image u € U C L3(Q) (Q c R?
is the image domain). We shall consider the model

f=Ku+wv

where K : L2(Q2) — L2(Q) is a convolution operator and v € L?(Q) is assumed to be i.i.d.
noise. Retrieving the true image u from measurements f is in general an ill-posed problem
(since K is compact). In Chapter 2 we showed that the augmented Lagrangian Algorithm
2.2.9 constitutes a method for computing a sequence of stable approximations {uy}, ¢y of u.
Assume that J : U — R is a given (regularizing) functional. For the particular weight
function ¢(s) = s and the parameters ay, = o > 0 for n € N the algorithm then reads as

1. Choose vg € L?(Q).

2. Forn=1,2,... compute

ucelU
Uptl = Un+ ail(f — Kup41). (3.1b)

wn = anguing [ (w2 ot (900 - [ o= ), @1

Assume that wu, is well defined and that J is differentiable at w, for all n € N (with
derivative 0.J(uy,)). Then the optimality condition for (3.1a) reads as

0=K"(Kup+1 — f) + @dJ(upt1) — aK v,
and thus it follows together with (3.1b) that

K*vpy1 = K vy + o 'K (f — K1) = 0 (Uny1). (3.2)
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Therefore we also have K*v,, = 9J(uy) and we finally observe that

OJ (up+1) — 0J (uy)
-1

o = K*(f — Kupt1).

By setting At = a~! we argue as in Chapter 1 that this can be considered as an implicit time
step (at time ¢t = nAt) of the equation

d *
79J(w) = K'(f - Ku),
u(0) = wo

for a suitably chosen initial value ug. A popular example for J that satisfies the smoothness
condition is (cf. Table 1.1 and Table 1.2).

J(u) = / |[Vul? dz and  0J(u) = —div (|Vu|p*2 Vu) , forl<p< oo
Q

In case that J is nonsmooth but subdifferentiable at w, (cf. Definition A.2.1) above ar-
gumentation turns rather problematic for d.J(u,) in general being a set. A typical example
(especially in image processing) is the BV-seminorm

Vu

T(w) ~ /Q Vuldz  and  9J(u) ~ —div <\Vu!>

Here ~ indicates that the above relations are purely formal. We remark, that this particular
choice for J will be studied in detail in Chapter 4. In the nonsmooth setting (3.2) has to be
rewritten to

K*vp_ 1 = K*op + o ' K*(f — Kupi1) € 0 (Unt1).-
Together with (3.1b) we obtain (again by setting At = a~ 1)

Un4+1 — Un
At

This is an implicit scheme for the coupled evolution equation

=f—Kupy1 and  K*v,y1 € 0J(ups1).

d

%v:f—Ku and K*v e dJ(u). (3.3)
Equations of this type will be the basic object of study in this chapter. In particular, we
are interested in existence of solutions and their regularizing properties w.r.t. the ill-posed
operator equation 2.4.

This chapter is organized as follows: In Section 3.1 we will, aside to general assumptions and
notation, clarify how (3.3) can be generalized in order to fit into the general Banach space
used in Chapter 2 (cf. Equation (3.4)) and moreover, give the definition of the corresponding
notion of solution (cf. Definition 3.1.1).

We will construct such solutions by considering the augmented Lagrangian method as
(implicit) time scheme: For a given sequence of regularization parameters, the augmented
Lagrangian Algorithm 2.2.9 generates a pair of sequences, in the following often imprecisely
referred to as the primal and the dual sequence. We consider these sequences to be samples
of curves, where the sampling points are determined by the regularization parameter.
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3.1 Assumptions and Notation

Keeping in mind the dual representation of the augmented Lagrangian method (cf. Propo-
sition 2.2.15) we shall first focus on the dual sequence generated by the proximal point Algo-
rithm 2.2.16. Using the analysis in the recent book by Ambrosio et al. [9], we will prove in
Section 3.3 that piecewise affine interpolations of the dual variables pointwise converge to an
absolute continuous function on the real halfline with values in Y*, as the maximal step size
tends to zero. It will turn out that this function already solves a gradient flow equation (cf.
(3.18)) w.r.t. to the function F** defined as in (2.13).

Likewise, we will prove convergence of piecewise constant interpolations of the primal vari-
able to a function on [0, 00) as the time discretization is getting finer. With the dual solution
already at hand, we will show that this function is a desired solution (Section 3.3).

In Section 3.4 we clarify how solutions of (3.4) can be considered as regularizing operators
for (2.4) and we investigate preliminary asymptotic properties. These results are improved in
Section 3.5, where we assume that the right hand side of the operator equation (2.4) lies in
a Hilbert space. For this particular case we will also give an estimate for the approximation
error of the augmented Lagrangian method interpreted as implicit time scheme.

In Section 3.6 we revisit the example of quadratic regularization studied previously in
Section 2.5 and we close this chapter with some notes and suggestions for further reading in
Section 3.7.

3.1 Assumptions and Notation

We assume that X and Y are Banach spaces, ¢ is a weight function and K : X — Y is a
bounded and linear operator with adjoint K*. Further we assume that J : X — R is a proper
and convex functional. Given y € Y and pj € Y*, we will focus on differential inclusions of
the following type:

dp*(t) € 35 (y - Ka(t)) K*p(t) € 9J((1)) (3.42)
p*(0) = pp. (3.4b)

We note that = : [0,00) — X and p* : [0,00) — Y™ are curves with trajectories in X and
Y™* respectively and that dp* : [0,00) — Y™* denotes the strong derivative of p*, that is

dp (t):}lbli% ( })L ()

Before we introduce the corresponding notion of solution, recall the definition of the Bregman
topology 7% on X in Definition A.2.7. Moreover, for T' > 0 we denote by C;([0,T], X) the
collection of all sequentially 7.-continuous mappings z : [0,7] — X.

Definition 3.1.1. A pair of functions (z,p*) : [0,00) — X x Y™ is called a solution of (3.4)
if z(t) and p*(t) satisfy (3.4a) for a.e. ¢t > 0 and if

z€Cy([0,T];X) and p*eC([0,T);Y*)NWH(0,T;Y*)
for every T' > 0. Moreover, p* satisfies (3.4b) in the sense that
lim p*(t) = pg.

t—0+
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3 Evolution Equations

Additionally to the Assumption 2.1.1 in Chapter 2, we will force two more assumptions,
one of which is based on the following

Definition 3.1.2. Let Z be a topological space equipped with a topology 7 and assume that
® : Z — R is a convex and proper functional. We say, that the subgradient 0® C Z x Z* is
T-weakly™ closed, if the following implication holds

2y € 00(z,), sup®(zy,) < o0,
nel = 2" € 0D(2).

lim z, =2z wrt. 7, w*limz = 2"
n—oo n—oo

Remark 3.1.3. Let Z and ® be as in Definition 3.1.2. If 0® C Z x Z* is closed w.r.t. the
product topology of 7 and le“*, then it is already 7-weakly* closed. However, the converse
implication in general fails to hold.

In particular, if 7 coincides with the strong topology on Z, then 07 is 7-weakly* closed (cf.
Lemma A.2.2 (1)).

Let us assume that Assumption 2.1.1 holds and that topologies 7x and 7y on X and Y are
chosen accordingly.

Assumption 3.1.4. R7. (Reflexivity) Y is reflexive.

R8. (Closedness)
a) The set 0J C X x X* is Tx-weakly™ closed.
b) The set O(J* o K*) C Y* x Y** is weakly*-weakly*.

Unless stated differently, we will from now on assume that Assumptions 2.1.1 and 3.1.4
hold.

Remark 3.1.5. We summarize some implications of (R7). A collection of these (and related)
results can be found in [94, Chap. 1.11, Chap. 1.13].

We recall that Y is said to be reflexive if the natural mapping iy : Y — Y™ is an isometric
isomorphism. We will therefore identify Y with its bidual Y** and define

(p*y) = <p*,y>y*7y = <iY(y)7P*>Y**,Y* .

Moreover, one has that Y is reflexive if and only if Y* is reflexive and that the weak and
weak* topologies on Y* coincide. From this point of view we can rewrite (R8b) to

The set O(J* o K*) C Y* x Y is weakly-weakly closed.

Finally we note that every norm bounded sequence in a reflexive Banach space has a weakly
convergent subsequence or in other words, norm bounded sets in reflexive Banach spaces are
sequentially weakly precompact.

3.2 Interpolation of Discrete Solutions

In this section we will consider interpolations of the primal and dual sequences generated by
the augmented Lagrangian method (Algorithm 2.2.9) over the real halfline [0, 00). Here the
interpolation nodes (or sampling points) are determined by the sequence of regularization

52



3.2 Interpolation of Discrete Solutions

parameters used in Algorithm 2.2.9. The interpolation functions introduced below will be
used in Section 3.3 in order to construct solutions of Equation (3.4) (by successively refining
the density of sampling points).

Throughout this section, let y € Y be fixed and recall that p; € Y* was chosen according
to assumption (R6), that is, there exists 29 € X such that

K*p; € 0J ().
Further, we assume that o := {an}, oy is a given sequence of positive parameters and that
x:={rp},ey CX and p":={py},cyCY"

are sequences generated by the augmented Lagrangian Algorithm 2.2.9 w.r.t. the data y, the
initial value p{j; and the parameters c.

We will study interpolations of the values {z¢,z1,...} and {p{,p},...} over the half line
[0,00), where we assume that for each n € N the values z,, and p} are given at the sampling
point

1

th(a) := —. (3.5)
—
=1

Special emphasis will be put on interpolation of the dual sequence p*. Therefore we recall
the definition of F*(;y) : Y* — R (as introduced in (2.13)), that is

F*(q";y) = J(K*q") — (¢",y) -

Then, according to Proposition 2.2.15, the sequence p* is characterized by the proximal point
algorithm w.r.t. F*(-;y). (cf. Algorithm 2.2.16), that is, for all n € N

Py, € argmin a, g1 (an ||q* = pha|]) + F* (¢ 9). (3.6)
q* *

Since the dependence of F*(-;y) on y is not relevant in this Section (y was assumed to be
fixed) we will agree upon the abbreviation F*(¢*) = F*(q¢*;y) for ¢* € Y*.

Finally, we note that Appendix A.3 collects some technical results concerning the proximal
point algorithm, which will frequently be used in this Section. For example, it follows from
Lemma A.3.2 that for a@ > 0 the resolvent operator R%. (as defined in Remark 2.41) is well
defined, that is, for each given element p* € Y* the sets

RE.(p*) = argnylin a Py (allgt = p*I|) + F*(q%)
q*e *

are nonempty. With this notation it follows from (3.6) that p;; € R (p},_;) for n > 1.

Definition 3.2.1. A sequence of positive numbers o := {an},cy C (0,00) is called a
partition of [0,00) if the sequence {t,(a)}, oy as defined in (3.5) is unbounded. For n > 0
we call the elements ¢, () sampling points (subordinate to the partition «), where we set
to(a) := 0. The quantity

|a| :=inf {a; : j € N}. (3.7)

is called density of the partition o.
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3 Evolution Equations

From now on we shall assume that « is a partition of [0,00). We move on to the definition
of the announced interpolation techniques. We use piecewise constant interpolation of the
primal sequence x and piecewise affine interpolation of the dual sequence p*. Moreover, we
introduce an additional interpolation technique for p* based on a variational formulation.

Definition 3.2.2. 1. The piecewise constant interpolation of x is the function c¢(a, x) :
[0,00) — X defined by c(a, x)(0) = xp and

cla,z)(t) =z, forte (th—1(a),tn(a)l.

2. The piecewise affine interpolation of p* is the function l(a, p*) : [0,00) — Y™ defined
by l(a, p*)(0) = p§ and

W, p*)(t) = an ((tn(c) = t)pj,_y + (t — tu—1())py) ,  for t € (tn_1(x), tn(cx)].
(3.8)

3. A wariational interpolation of p* is a function v(e,p*) : [0,00) — Y™ such that
v(a, p*)(0) = p and

v(a, p*)(t) € Ree(p_1), fort=t, 1(a)+w € (th1(a), tu(a)]. (3.9)

For each variational interpolation v(a, p*) of p* we define the backward difference quo-

tient of v as ( (8 — g
ol p)(1) = =Ty e (3.10)

for t € (th—1(a), tn(ax)].

Remark 3.2.3. 1. From Definition 3.2.2 (2) it becomes clear, that the linear interpolation
function I(a, p*) is differentiable almost everywhere in [0,00) and right-differentiable
everywhere an [0, 00). Risking a slight abuse of notation we identify

d+

di(e,p”)(t) =~ Ua, P)(t) = an(pp — ppa),  fort € (ta-s(@), ta(@)]. (3.11)

2. For given t > 0 and a variational interpolation v(a, p*) of p*, we have that v(a, p*)(t) €
R%.(pi_1), where w = (t — t,—1(a)) L. After recalling the definition of the slope |0F*|
(cf. Definition A.2.1 (3)), it thus follows from Lemma A.3.10 and (3.10) that

OF*| (v(et,p*)(#)) < ¢~ (w [|o(e, p*)(2) = pra]]) = &~ ([I6v(ee, ) B -

Due to the particular choice of the initial data pj € Y™, the piecewise affine interpolation
of the dual sequence p* exhibits convenient properties. To be more precise:

Lemma 3.2.4. The function ¢ — ||dl(a, p*)(t)|| is nonincreasing and for all ¢ > 0 one has

¢ ([[Ke(a, z)(t) —yl) = [ldi(a, p*) (D) < ¢ ([[Kzo —yl) - (3.12)

In particular, the function t — I(a; p*) is Lipschitz continuous with Lipschitz constant ¢y =
¢ ([[Kzo —yl]), Le.

11(e; p*)(s) — e, ) (D) < ¢ ([[Kz0 = yll) |s — ¢ (3.13)

for all s,t > 0.
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3.2 Interpolation of Discrete Solutions

Proof. From Lemma 2.3.1 and Remark 2.3.3 it follows (recall that R, (y) = =, and R} (y) =
p;) that for all n > 1

K@ =yl < |[Kzno1 —yll  and ¢ ([|[Kzn —yl) = [Jan(py —pr1)]|-
Thus it follows from Definition 3.2.2 and from the monotonicity of ¢ that
¢ ([ Ke(a,z)(t) = yl)) = ||dl(a, p") (#)]]

for all ¢ > 0 and that t — ||dl(a, p*)(t)]| is nonincreasing.
Now let n € N be such that ¢t € (t,—1(a), tp(a)]. Then it follows from Definition 3.2.2 and
(3.12) that

di(a, p*) (1) = ¢ ([[Kele, @) —yl)) = & ([ Kan —yll) < & ([ Kzo —yl]) -

With this we eventually verify estimate (3.13):

11{e; p*)(#) = (e, p") ()| = /dl(a,P*)(T)dT

t
< / ldl(ee, p™)(T)|| dT < ¢ (|[Kzo — yl[) [t — s].
O

At first glance, piecewise affine and variational interpolation seem to be of different nature:
for the first being explicitly defined, whereas the latter is based on a variational formulation.
In the remainder of this section we shed some light on the mutual relation of these two
concepts.

Lemma 3.2.5. Assume that ¢t > 0.

1. For all variational interpolations v(e, p*) on has

2¢ ([ Kzo — yll)
[ed

[1{ex; p7) (1) = v(e, ") (B)]| <

2. If t > 0 then let n € N be such that ¢t € (t,—1(aw),tn(a,)] and set n = 0 otherwise.

Then .
(e, p)(t) — pi|| < ¢(H|f;0|—?/||)

Proof. Let n € N be arbitrary. First we note, that from the definition of ||dl(a, p*)| and
Lemma 3.2.4 it follows that

an ||y, = ph1 || = ldi(ee, p) ()] < ¢ (| K20 — yll) -
Since a;, > || for all n € N this gives

¢ (1Ko —yl) @ (1Kz0 — yl)

Qn ||

|25, — i || < : (3.14)
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3 Evolution Equations

We prove (1). Since l(a,p*)(0) = p§ = v(e,p*)(0) there is nothing to show for ¢t = 0.
Let ¢ > 0 and find n € N such that ¢t € (t,—1(a),tn()]. Then, there exists an element
pl € R%.(p},_,) such that t = t,_1(a) + w™! and v(a, p*)(t) = p. Observe that

thoi(a) +w =t <tp(a) =t,_1(a) +a;!
implies that a;, < w. Since p}; € R3: (p},_;) it follows from Lemma A.3.3 that
[ Y g [y ey | B

Note that a,(t,(a) —t) < 1. Thus the definition of the piecewise affine interpolation and
above considerations give

1, p) (1) — v(e, p) ) < [[1(ee, p*)(8) = Pj || + [[pr1 — v(a, P (1))
= an(tn(ee) = 1) [|pr, — || + P2 — pra || < 2|05 — pha -
This together with (3.14) gives

(1K 20 — yll)
[ed

(e, p7)(t) — v(a p) (D) < 22

It remains to verify (2). Again, if ¢ = 0 there is nothing to show. Hence let ¢ > 0 and
assume that n is chosen as above, i.e. t € (t,—1(ay),tn(c)]. From the definition of the
piecewise affine interpolation it follows that

1(ee, ) (t) = Pyl = [l ((ta(@) = O)pr_y + (¢ — ta—1(c))py,) — pr]
= [Jan(tn(e) = )P — py)| (3.15)
= an(tn(a) — 1) Hp: —Pn-1

)

where the second equality follows from the identity

1= Z—: = ap(tn(a) — th-1(a)).

Since oy, (tn(a) —t) < 1 it follows from (3.15) that
2, ) (&) = Pl < [[ph = pra ] -
This together with (3.14) shows the assertion. O

Remark 3.2.6. Lemma 3.2.5 in particular implies that for all £ > 0

lim |i(a, p")(t) — v(e, p*)(t)]| = 0.

o[ —o0

We close this section with an important energy identity: It states that the functional F™
decreases along the sequence {py }, . and relates the derivative di(c, p*) and the backward
difference quotient dv(e, p*) with the decay of F™*. This result is based on Proposition A.3.9
proven in Appendix A.3.
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3.3 Construction of Solutions

Proposition 3.2.7. For each variational interpolation v(c, p*) the estimate

tm ()
/t o1 (ldl(a, p)(T)I1) + o (67 ([5v(, p*)(T)))) dr = F*(py,) — F*(py).

n(a)
holds for all m > n > 0.

Proof. Let n > 1. Since p;, € Ry (p}_;) it follows from (A.30) in Corollary A.3.9 (recall the
definition of d¥ in (A.20)) that

* k * * — * * > 1 — *
F*(pr_1) = F* () = a1 (an [Py — 2 |]) +/ el Hwdd (Ph-1))) dw.  (3.16)
Let t € (t,_1(a),ty(a)] and set w(t) := (t—t,_1(a)) L. Then there exists Phw) € R;ig) (pr_1)
such that v(a,p*)(t) = Pl Consequently it follows from the definition of the backward
difference quotient dv(e, p*) and Lemma A.3.4 that

Y (O] B — Pl

16v(ex, p*)(t) t— i1 () t—ty_1(c)

— ot &2, (07 )
for a.e. t € (th_1(a),tn(c)]. Performing the substitution w(t) = (t — t,_1(c))~! in the
integral in (3.16) hence shows

[ S eoimas= [ S (57 (o0 0i)) e

o) WAT T —tho1(a))?

n

tn(@)
- /t vy (¢ (I6v(e, p)(M)1))) dr

n—1(a)

This together with (3.11) and (3.16) (note that t,(c) — t,—1(a) = a;, 1) results in

tn(c)
F*(pr_1) = F*(py,) = an " Pg-1 (an |[py, = phal]) + / bo(¢~ (l0v(e, p*)(7)]]) dr

th—1(x

tn(e)
:/t V-1 ([ldl(ee, p*) (7)) + o (6 (|00 (e, p*)()I1)) dr-

n—1(c)

The assertion follows by induction. O

3.3 Construction of Solutions

In this section we will prove that there exist solutions of Equation (3.4) in the sense of Defini-
tion 3.1.1. Moreover, we will explicitly construct solutions using the interpolation techniques
introduced in Section 3.2. That is, we consider sequences of regularization parameters with
increasing density and study the asymptotic behavior of the (interpolations of the) corre-
sponding sequences generated by the augmented Lagrangian method (Algorithm 2.2.9).

First, we clarify some notation: Throughout this section we assume that y € Y and pj € Y*
are fixed and that zg € X is such that

K*p; € 0J ().
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3 Evolution Equations

By {aw},cn we denote a sequence of partitions of [0,00), that is, for each v € N
a, ={a1,0,2,...} C(0,00)
is a partition of [0, 00) (cf. Definition 3.2.1). We shall assume for the densities |a, | that

lim |ay| = 0. (3.17)

V—00

We further assume, that for given v € N, x, C X and p}, C Y* are arbitrary sequences gen-
erated by Algorithm 2.2.9 with respect to the data y, the initial value pj and the parameters
o,. Similar as with {a, }, .y we will use the notation

x, ={z,1,2p2,..} CX and p;={p},p}o ...} CY"

For the sake of simplicity we define abbreviations for the interpolations of x, and pj
discussed in the previous section. For v € N and ¢ > 0 we set

the piecewise constant interpolation of the primal sequence

xy(t) == c(ay, z,)(t) x,, (Definition 3.2.2 (1)).

. . the piecewise affine interpolation of the dual sequence pZ*
t) = l(ay, t v
p(t) = Haw, P )(1) (Definition 3.2.2 (2)).

a variational interpolation of the dual sequence pj, (Definition

(1) = v(ew, p)(1) 3.2.2 (3)).

dp (1) = di(c, p2)(1) El}l{ee I(If;%}ﬁt; (;e;izfii)t)ive of the piecewise affine interpolation p;

S * the backward difference quotient of the variational interpo-
opr(t) = ov(ay, t
V() = ovlaw Bt | on 7 (Definition 3.2.2 (3)).

Table 3.1: Interpolations and related derivatives used in Section 3.3

Noting the abbreviations in Table 3.1, we summarize the results derived in Section 3.2.
Remark 3.3.1. Let v€e N and ¢t > 0.

1. (cf. Remark 3.2.3 (2)). For the slope |[0F*(-;y)| we find
OF* (5 9)] (1) < &~ (lopy (1)) -

2. (cf. Lemma 3.2.4) The function ¢ +— ||dp}(t)|| is nonincreasing and one has

¢ ([[Kz, () —yll) = lldp ()] < & ([Kzo —yl) -

In particular, this implies that ¢ — p}(t) is Lipschitz continuous with Lipschitz constant
cr, = ¢ ([[Kzo —yl))-
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3.3 Construction of Solutions

3. (cf. Lemma 3.2.5 (2)) If n € N is such that t € (t,—1(aw),tn(aw)] (and n = 0 for t = 0),

then
& (1Ko — yl)

4. (cf. Remark 3.2.6)
Jim ip,(t) = B ()] = 0.

5. (cf. Proposition 3.2.7) For all m > n > 0 one has

tm(aw)
L s (M) + w6 (67 (O7ID) A7 = F (i) = 0t

n(au)

We will show that the sequence {(x,,p})}, oy converges to a solution of (3.4) as v — oo
(in a sense yet to be defined). To this end we will pursue the following strategy:

First (Section 3.3.1), we shall show that as ¥ — oo the dual functions p}, converge to a
strong solution® p* of the differential inclusion

1 (dpt(1)) D —0"F (p*(t):y), (3.18a)
7)) = 7 (3.18b)
Here, the functional F*(-;y) is as in (2.13), i.e. for all ¢* € Y*
Fq%y) = J(K7¢") = (¢",y)
and 0°F*(-;y) denotes the minimal section of the subdifferential OF*(-;y) (cf. Definition
A.2.1). With the preparations in Section 3.2 (summarized in Remark 3.3.1), this result will
follow from the analysis in [9, Chap. 3].
Next (Section 3.3.2), with a strong solution p* of (3.18) at hand, we will prove that also the

piecewise constant functions z, converge (in a weaker sense) to a function z : [0,00) — X,
such that (z,p*) is a solution of Equation (3.4).

3.3.1 Convergence of Dual Discrete Solutions

In this paragraph we prove the pointwise (weak) convergence of the piecewise affine functions
p;, (cf. Table 3.1) to a solution of (3.18). Hereafter we investigate, in which effect convergence
properties can be improved by imposing additional restrictions on the spaces Y and Y™*.

We start our analysis with convergence result for the sequence {Hdp;H }V eN"

Lemma 3.3.2. There exists a selection v — p(v) and a nonincreasing function d € L*°(0, co)
such that for all ¢ > 0

lim Hdpp )H =d(t) and d(t) <¢(||Kzo—yl)-. (3.19)

V—00

In particular, one has for all "> 0 and p € [1,00) that

T
hm ldpy|l1p 0,y = lim / Hdpp 7)||” dr = lim |d(7)|P dr. (3.20)

V—00 V—00 0

'We recall that p* is a strong solution of (3.18) if it is absolutely continuous on each compact interval and
satisfies (3.18b) as well as (3.18a) for a.e. t > 0.
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Proof. According to Remark 3.3.1 (2), the functions Hdp;H : [0,00) — R are nonincreasing
for all ¥ € N and it becomes evident that

Hdpﬁ(t)” < o([|Kxg —yl||) =: ¢, forallveNandte|0,o00).

From Helly’s Lemma A.1.20 we hence conclude that there exists a selection v — p(v) and a
nonincreasing function d : [0,00) — [0, 0o] such that (3.19) holds with

= I - .
supd(t) = sup (Vggoﬂdpp(u) (ﬂH) s¢

We summarize that d : [0,00) — [0,00) is bounded (by ¢) and nonincreasing and therefore
measurable, i.e. d € L*>(0, 00).
Finally, choose 1 < p < oo and observe that for all t > 0

Thus the dominated convergence theorem (for the finite measure space [0,77]) is applicable
and (3.20) follows. ]

We move on to the fundamental result of this subsection that proves pointwise weak con-
vergence of the piecewise affine interpolations p}, to a strong solution p* of the dual equation
(3.18). We refer to [9, Chap. 3.3, Chap. 3.4] for the original proof (for the case ¢(s) = sP~1).

Theorem 3.3.3. There exists a selection v — p(v) and a Lipschitz continuous function
p* 1 ]0,00) — Y* with Lipschitz constant cp, = ¢(|Kxzo — yl|) that satisfies

w-limpy,, (1) =p*(t) for allt €10, 00). (3.21)

V—00
Moreover, p* is a strong solution of (3.18).

Proof. Since the dependence of F*(-;y) on y € Y is not significant for this proof, we will use
the notation F*(¢*) instead of F*(¢*;y) (for ¢* € Y*). In order to keep the presentation as
lucid as possible, we divide the proof in several steps.

Claim 1. Existence of the limit in (3.21): Let 7" > 0. From Remark 3.3.1 (2) we learn
that the piecewise affine interpolations p} are Lipschitz continuous with Lipschitz constant
cr, = ¢(|| Kz — y||). This shows that

15 (t) — poll = llpp(t) — pL(0)|| < &([|[Kzo — yl)t < ¢(|[Kzo — y|)T
or in other words
oo I < lIpoll + (| Kzo —y|)T = C(T)  for0<t<T.

This means that p}(t) lies in the ball with radius C'(T) in Y, which is a sequentially weakly
compact set, for Y* being reflexive according to requirement (R7).
Moreover, we have for 0 < s <t < T that

t t
/ dps(r) dr| < / ldps (7)) dr.
S

S

1P ph(s)]] = \
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From this estimate and Lemma 3.3.2 we conclude that there exists a function d € L°°(0, 00),
such that (possibly after extracting a subsequence)

lim sup [[p5(£) — pi(s)]] < limsup / ldps (7| dr = / d(r) dr. (3:22)
V—00 V—00

Thus we can apply the Arzela — Ascoli Theorem A.1.19 and observe that there exists a
absolutely continuous function p* : [0,7] — Y™ and a selection v +— p(v), such that

w-lim py o(v )(t) =p*(t)

V—00
for all t € [0,77].

We note, that due to Theorem A.1.16 the function p* is differentiable a.e. in [0,7]. By a

standard diagonalization argument we extend p* to the whole halfline [0, c0) such that (3.21)
holds for all ¢ > 0 and a selection v — p(v).

Finally we note that from Lemma 3.3.2 and (3.22) (and the weak lower semicontinuity of
l|I-]|) it becomes evident that

t t
lp*(t) = p*(s)|| < / d(r)dr < / ¢ (120 —yll) d7 = ¢ ([[Kzo —yl) [t — 5] (3.23)

for all s,t > 0. This shows that p* is Lipschitz continuous (with Lipschitz constant ¢, =

¢ ([ Kzo — yl)))-
It remains to prove, that p* is a strong solution of (3.18). We shall assume (by re-indexing

of the selection v — p(v)) that for all ¢ > 0

lim ||dp)(t)]| =d(t) and w-limpj(t) = p*(¢).

V—00

Claim 2. ||dp*(t)|| = ¢(|0F*| (p*(t))): From continuity of the norm on Y* and (3.23) we
conclude for every Lebesgue point ¢ € [0, 00) of d

“(t+h) —p* . - .
It +h) = p Ol oy, 1 B / dr = d(t) = lim [dp}()]]. (3.24)

dp*(t)|| = li
Iy (8)] = Jim i < lim

Recall, that p}, denotes a variational interpolation of the sequence p}, (cf. Table 3.1). Since
pu(t) — p*(t) it follows from Remark 3.3.1 (4) that

w-lim 5 (t) = w-lm(py, (8) — pp (1)) + w-lim pj () = p*(t).

V—00 V—00

Moreover, according to Remark 3.3.1 (1) one has

OF| (5,(t)) < o~ (65, (1)) for all t > 0.
Since OF*(-;y) = 0(J* o K*) —y is weakly-weakly closed according to requirement (R8b) it fol-
lows with Lemma A.2.3 that the slope |0F*(-;y)| is sequentially weakly lower semicontinuous.

Summarizing this fact and the last two estimates, we find

OF"| (p* (1)) = [OF"| (w-lim (1)) < liminf |2 | (5(1)) < liminf 6~ (|655(1) ). (3.25)
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For each v € N we choose n(v) € N such that ¢ € (,,)—1(ow), tn)(aw)] (We agree upon
n(v) = 0for ¢t = 0). Then it follows from Remark 3.3.1 (3) and from the fact that p}(t) — p*(¢)
that

w- hmpz/ n(v) — wilm(pu n(v) p;(t)) + w'hmpzt(t) = p*(t).

V—00

From the weak lower semicontinuity of F* it hence follows that

F(p*(t)) = F*(w-limpy, () < liminf F*(p;, (). (3.26)

V—00

Combination of the estimates (3.24), (3.25) and (3.26) gives

t
/0 b1 ([[dp™(T)I]) + Ps (|0F| (p* (7)) dT + F*(p"(¢))
t
< / lim inf tg-1 (||dp} (7)]]) + liminf ¢y (¢~ (||0p} (7)) dr + liminf F*(p} (). (3:27)
0 V—o V—00 V—00 ’
Moreover, the energy estimate in Remark 3.3.1 (5) gives (note that t < t,,,y(a,) for all v € N)
! 1
/0 Y1 (ldpl (D)) + ¥ (67 (655 ()])) dr
tn(l’)(ay) * -1 ~% * (% * [ %k
< [ Q) + v (67 SFID) A = P (5) = F 0 ). (329
This estimate together with (3.27) and Fatou’s Lemma shows
t
[ s 01D + 04108 0 (7)) 7+ P 0)

< liminf ( / bsr (I (1) + o (7 (1685 (I) dr + F*(pi,n<,,)>) < F(p}). (3.29)

V—00

Furthermore, we find from Lemma A.2.2 (3) that for all t > 0
0 F5) — PG (0) < [ 10800 g ()]
Combining the previous two estimates with Fenchel’s inequality (A.11) gives

/ ot (ldp (7)) dr + / e (|OF | (p"(r)) dr
0 0

(320 (00) = F*(0"(¢))

/ OF*| (5 () ldp*(7)]| dr
w3 /0 br (ldp (7)) dr + /0 s(1OF*| (57(7)) dr.
(3.30)
This implies that
t
/0 bor (Idp™ (1)) + 0o (OF| (0* () — |OF*| (5 (7)) |dp™ ()] dr =0 (3.31)
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3.3 Construction of Solutions

and
F*(pp) — F*(p* (1)) :/0 [0F*| (p™(7)) [|dp™(7)]| d. (3.32)

Again, from Fenchel’s inequality we conclude that the integrand in (3.31) is nonnegative
and therefore vanishes a.e. in [0, t], that is

Yo—1([[dp™ ()[]) + Lo (|0F| (p*(£)) = [0F] (p™(t)) l|dp™ (#)]]
for a.e. t > 0. Combining this with the relation
Y1 (t) +1hg(s) = st < t=¢(s)
(cf. (A.10) in Example A.2.13) implies that for a.e. ¢ € [0, 00)

ldp™ (@)1l = ¢ (10F7| (p"(1))) (3.33)
as desired.
Claim 3. %F*(p*(t)) = — |0F*| (p*(¢t)) ||dp*(¢)||: Let s < t. Then it follows from (3.32)
that

Fr(p*(s)) = F*(p" (1)) = (F*(po) — F"(p"(1))) — (F"(po) — F*(p"(5)))

= [ [OF"[(p" (7)) [ldp™(7)|| d7 —/ [OF| (p*(7)) ldp™(T)]| d7
0 0

= [ [OF"[(p" (7)) [ldp*(7)] dr.

S

and consequently it is evident that for a.e. ¢ > 0

P 0) =~ 0F (0" (1) " ()] (3.34)

Claim 4. d(t) = ||dp*(t)||: From (3.27), (3.29) and (3.30) it follows that

/¢¢1(|!dp*(T)H)dT+/ Yo (|0F[ (p (7)) dT + F*(p*(1))-
0 0

t
= /0 lim inf g1 (|| dpj, (7)) + lim inf 4y (67" (0p} (7)[) d7 + lim inf F*(p]),,))-  (3.35)

From the estimates (3.25) and (3.26) it follows that liminf, .. F*(p*

v,n

(V)) > F*(p*(t)) and

/ lim nf i, (67 (195 (7)) dr > / s(|0F"| (5" (7)) dr.
0 0

Therefore we conclude from (3.35) that

t
| s 21D = timin v ()l dr > 0

Consequently we find from Lemma 3.3.2 (keeping in mind the continuity of 14-1) that

t
/0 g (ldp™ (1)) — s (d(7)) dr > 0.
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Since ||dp*(t)|| < d(t) for a.e. t > 0 according to (3.24) this clearly amounts to saying that
(note that ;-1 is nondecreasing)

Jim -1 ([[dp;, (D)]]) = -1 (d(t)) =Yg (ldp*(B)]]) ~ a.e. in [0,00). (3.36)

Injectivity of ¢4-1 finally shows that d(t) = ||dp*(t)]|.
Claim 5. Conclusion of the proof: For an arbitrary element n € 9°F*(p(t)) it follows from
the definition of the subgradient and the fact that ||n|| = |0F*| (p*(¢)) that

_ (F*(p*(tJrh)})L—F*(p*(t))) - (p*(t)—p*h(tJrh),n) - |8F*|(p*(t))Hp*(Hh})L—p*(t)H.

After letting h — 0 is above estimate it follows together with Claim 3 and 4 that
d

— Wt (®) = = {dp"(t),m) < [OF7 (p7(1)) lldp™ (1) = —%F*( (1)

and consequently
= (dp*(t),n) = |OF"[ (p* (1)) lldp™ ()] -
Since |0F*| (p*(t)) = ¢~ 1(||dp*(t)||) (according to Claim 2) it follows from the definition of

the duality mapping Js-1 (cf. Definition A.1.1) that —n € J,-1(dp*(t)). Thus we eventually
find

—0"F*(p*(t)) C Jp—1(dp*(t))
as desired. ]

For the remainder of this section let us assume that p* is a strong solution of (3.18) and
(after dropping a suitable subsequence) that p}(t) — p*(¢) for all ¢ > 0. From the proof
of Theorem 3.3.3 we collect some important relations used in the course of the upcoming
analysis:

Remark 3.3.4. Let t > 0.
1. (cf. Claim 2) For the slope we find

OF* (5 9) (0" () = ¢~ (ldp*()1)) -

2. (cf. Claim 3) For all s <t one has

F*(p*(s);y) — / OF*(-;9)| (p*(7)) ||dp*(7)| dr.

In particular, the function t — F™*(p*(t);y) is nonincreasing and

d

W (0)s;y) = = 0F" (5 y)| (0" (1)) lldp™ ()]

3. (cf. Lemma 3.3.2 and Claim 4) The function ¢ +— ||dp*(¢)| is nonincreasing and for each
T >0 and p € [1,00) one has

Jim [dpy, ()] = [ldp* ()| and  lim {|dpy|Iieo -y = 14P" |Lro, 7+ -
Moreover, one has for all £ > 0 and v € N that

max (||dp;, (D) ; lldp™ ()]]) < ¢ ([[Kzo = yl]) -
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3.3 Construction of Solutions

From Remark 3.3.4 (3) we already find that the norms of the derivatives of the piecewise
affine interpolations {p;}, .y converge to ||dp*(t)| for all £ > 0. When Y is assumed to by a
separable Banach space we additionally get

Theorem 3.3.5. Assume that Y is separable. Then for each T > 0 one has that
w*-lim dp}, = dp*
v—00
in L>*(0,T;Y™).
Proof. Let T > 0. From Remark 3.3.1 (2) it follows that
ldpy, (|| < ¢ (|| K (z0) —yl|) =17 < oo, forall0<t<T,veN.

This implies that
ldp* Lo, 2iy+y = sup |ldp™ ()] <7
0<t<T

In other words, this means that the sequence {dp}} lies in the ball with radius r in the space
L*(0,T;Y*), which is sequentially weakly compact for Y being separable (cf. Corollary
A.1.12). Thus there exists ¢* € L*°(0,7;Y™*) and a selection v — p(v) such that

W) ="
We remark that this is equivalent to

T T
lim <dp;(u) (T),g(7)> dr = / (q*,g(7)) dr, for all g € L1(0,T; X). (3.37)
0

vV—00 0

We show that dp* = ¢* M-a.e. in (0,7"). To this end we first note that for every v € N and
0 <t <T we have that

t
P (®) = P + /0 ' (7) dr.

From Theorem 3.3.3 we see that the left hand side of above equation weakly converges to
p*(t), that is for all h € Y we have that

V—00

i ([ (7)) = 6~ (0)1).

By applying Lemma A.1.15 (note that Y = Y**) and keeping in mind (3.37) (with the constant
function ¢(t) = h) we can evaluate the left hand side of the previous equation to

t t
uli{go </0 dp:;(y) (T) dTa h> Lem.:A.1.15 VILIEO /O <dp;(y) (7_)7 9(7—)> dr
t t
W /0 (@ (7). 9(7)) 7 Lom =115 < /0 ¢(7) dr, h> |

Combining the last two formulas gives

t
</ q*(7) dT,h> = (p*(t) —py,h) forallheY and 0<t<T,
0
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3 Evolution Equations

which in turn implies

t
p*(t):p[’;—l—/ g (t)dr forall0 <t <T.
0

From the fundamental theorem of calculus A.1.16 it finally follows that ¢*(t) = dp*(t) a.e.
in [0,T7], as desired. Therefore, for every subsequence of {dp}}, .y one can drop another
subsequence, that weakly* converges to dp* in L°°(0,7;Y*). This already shows that

*

dp;, —* dp
and the theorem is proven. O

By imposing additional restrictions on the space Y and Y*, we can establish a stronger
convergence behavior of the sequences {p} }, .y and {dp} }, . In particular, we can formulate
sufficient smoothness conditions on Y*, such that the sequence {p}}, .y converges locally
uniformly in the strong topology of Y*.

Recall that an E-space is a reflexive and strictly convex Banach space, that has the Radon —
Riesz property (see Definition A.1.14). Standard examples for E-spaces are the spaces LP(Q2)
where Q C RY is sufficiently smooth and 1 < p < oo (cf. Chapter 4).

Corollary 3.3.6. Assume that Y is separable and that Y* is an E-space. Then for each
T >0and 1 < p < oo one has that

lim p), =p*

V—00

in WHP(0, T; Y*). In particular, this implies that

lim sup ||p)(t) —p*(t)|| =0.
V=00 0<4<T

Proof. Let T > 0 and fix p € (1,00). Since Y is separable, it follows from Theorem 3.3.5 that
{dp}}, e weakly® converges to dp* in L°°(0,7;Y*). This implies that

w-lim dp;, = dp*
V—00

in LP(0,T;Y™). Moreover, from Remark 3.3.4 (3) it follows that

T T
i 1A ey = Jim [ 1O dr = [ @ = 1 e

Thus {dp}},cy converges strongly in LP(0,7;Y™) due to the Radon — Riesz property of
LP(0,T;Y*) (cf. Theorem A.1.13).

We now verify that {pj},cy converges in LP(0,T;Y ™). To this end, let ¢ > 0 and observe
from Theorem A.1.16 and from the strong convergence of dp}, in L”(0,T;Y™)

t t t
P*(t) = pi + / dp* (r) dr = p + / dp* (v) — dply(7) dr + / dp3,(r) dr
0 0 0

=9+ O (lldp" = b lliogo vy ) +Pi(E) = pi
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3.3 Construction of Solutions

This proves that p}(t) — p*(t) strongly, as v — oco. From Remark 3.3.1 (2) it follows that
the function ¢ +— pj(t) is Lipschitz continuous with Lipschitz constant ¢ = ¢ (||Kzo — y|).
This gives that for all 0 <¢ < T

125 (O < llpoll + [Py (¢) — py(0) ]|
<|lpoll + ¢ (|[Kzo —yl) t < llpoll + ¢ (|1 Kz —yl) T =: C(T).
From the continuity of the norm on Y* it follows for 0 < ¢ < T that
Il = || tim_p3(8)| = Jim Ipi ()l < C(T).
From the last two estimates we conclude that
1" () — pu (OII” < 28 ([[lp*OIF + I ()]7) < (2C(T))*.

Therefore, by dominated convergence, we find that {p}}, .y converges strongly in LP(0,T; Y*).
Summarizing, we find

lim p:=p*, in WHP(0,T;Y™*) (3.38)
V—00
In order to conclude the proof, we note that (3.38) is equivalent to (cf. Definition A.1.17)
T T
lim [ lp;(7) = p" (DI dT+/ ldp;,(7) — dp™(7)||” dr = 0.
v— 0 0

This implies that the sequence {t — || (t) — p*(t)[|}, ey converges strongly in W'?(0,7T") and
hence it follows from the continuous embedding W?(0,T) < C(0,T) (cf. [2, Thm. 5.4] with
n=1, m=1and p > 1) that

lim sup ||p,(t) —p"(1)[| = 0.

V00 0<t<T

O

We summarize the results of this section: Let y € ¥ and assume that pj € Y* is chosen
according to (R6), that is, K*p{ € 0J(x¢) for an element zp € X.

’ Condition ‘ Convergence of pj, ‘ Convergence of dp}(t) ‘
B 0~ O nio0 | 10OI — [ O] for al
t>0
dpt, —* dp* in L=(0,T; Y*)
* ¥ * > v ) 9
Y separable pi(t) p*(t) for t >0 for all T > 0

dp}, — dp* in LP(0,T;Y™)
forallT >0and 1 < p <

Y separable and Y* E-space | p; — p* locally uniformly

Table 3.2: Convergence properties of strong solutions of (3.18)

Then, there exists a Lipschitz continuous function p* : [0,00) — Y with Lipschitz constant
cr, = ¢(||Kzo — y||) such that p* is a strong solution of (3.18). Moreover, p* can be written
(possibly after dropping a subsequence) as the pointwise weak* limit of the piecewise affine
interpolations {p}},cy as defined in Table 3.1.

By imposing additional restrictions on the spaces Y and Y*, we derived stronger conver-
gence results of the piecewise affine interpolations. Table 3.2 displays the derived results at
one glance.
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3.3.2 Convergence of Primal Discrete Solutions

In this section we shall prove that the piecewise constant functions x, (as defined in Table
3.1) converge to a function z : [0,00) — X such that (z,p*) is a solution of (3.4), where p* is
a strong solution of the dual equation (3.18).

It will turn out that the functions z,(¢) converge in a fairly weak sense and that in general
only little can be said about smoothness of the limit function . Therefore we will also study
particular cases — that are motivated from applications — where stronger convergence and
better smoothness properties for = can be achieved. Recall the definition of the piecewise
affine interpolations p}(¢) in Table 3.1.

Theorem 3.3.7. Assume that p* is a strong solution of (3.18) and that p}(t) —* p*(t) for
allt >0 as in Theorem 3.3.5.
Then, there exists a mapping x : [0,00) — X such that for each t > 0 a selection v — p(v)
can be found with
lim x,,)(t) =z(t) wrt 7x. (3.39)

V—00

Moreover, (x,p*) is a solution of (3.4) in the sense of Definition 3.1.1.

Proof. We will proceed as follows: First (Claim 1), we prove that for each ¢ > 0 the sequence
{2, (t)},cn is contained in a sequentially 7x-compact set and construct the function z as
pointwise limit of 7x-convergent subsequences.

Hereafter, we show that the pair (z,p*) is a solution of (3.4), that is (3.4a) is satisfied for
all ¢ > 0 (Claims 2 and 3) and x is continuous w.r.t. the Bregman-topology 73 on X (Claim
4).

We note that for ¢ = 0 there is nothing to show. Thus we assume throughout the proof that
t > 0 is fixed and we choose n(v) € N such that ¢ € (t,(,)-1(), tp) ()] In particular,
the definition of z, (cf. Table 3.1) implies that

xl/(t) = Tyn(v)-

Claim 1. Existence of the limit in (3.39): From the update rule (2.9b) in Algorithm 2.2.9
we find that
K*p;n(y) € 8‘](‘7:1/,n(1/)) = 8J(l‘1/(t)) (3.40)

From the definition of the subgradient it hence follows
J(zu (1)) < J(z) + <p,in(y)vK(:U,,(t) - :U)> for all z € X and v € N. (3.41)

First, Remark 3.3.1 (2) gives for all v € N and ¢t > 0

¢ 1Kz, (t) — yll) = lldp; ()] < & ([ Kzo —yl) -
Thus, due to the monotonicity of ¢, we end up with

|Kz,(t) —y|| <||Kzo—y| forallveN, ¢>0. (3.42)
Further, we point out that due to the fact that ¢ € (t,(,)—1(w), thw)(aw)], it follows that
1 < 1

Ay n(v) N ‘aV| .

‘tn(u) (al/) - t| - tn(y) (al/) —t=< tn(u) (al/) - tn(l/)—l(al/) =

)
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Since |av, | — oo, this implies that t,,,y () — t as v — oo and in particular that {tn(V)(aV)}VGN
is bounded, say by ¢ > 0. From the Lipschitz continuity of p} (Remark 3.3.1 (2)) we hence
find that

Combining (3.42) and (3.43) with (3.41) shows that

= [P} (tney ()] < & (1K 20 — yll) tp) (o) + 0l
< cd ([ Kzo —yll) + llpoll =: e1. (3.43)

Pyn(v)

T () < T@) + (g K@lt) = 2)) < J(@) + 1 | K () - o)
< J(@) + e1p (1Ko — yl) + e [ Kz —y] . (3.44)

for all x € X. Choose an arbitrary £ € D(J) and observe that the previous estimate and
(3.42) (note that 14 is nondecreasing) imply that

bo ([ (1) = yl) + (20 (1))
< Uo([[Kzo —yl) + J(Z) + 10 ([[Kzo — yl) + 1 |[KZ —y| =: 2 (3.45)

for all v € N. In other words, this means that z,(t) € A(cz) for all v € N.

According to the compactness requirement (R5), there exists a selection v — p(v) and an
element z(t) € X such that

VILIEO .%'p(,j) (t) = 1‘(t)

w.r.t the topology 7x. Similarly one proceeds for arbitrary t > 0 and ends up with a function
x:[0,00) — X, where we define z(0) := x.

Since we considered ¢ > 0 to be fixed we we shall assume (for the remainder of the proof)
that

xy(t) — x(t) wrt. Tx. (3.46)
Claim 2. dp*(t) € Jg4(y — Kxz(t)): First, we recall from (3.40) that K*p* () € 0J (T (1))
for all v € N. Thus it follows from Lemma A.2.12 implies that ix (z,, () € 0J*(K*p}, n(y)),

where iy : X — X** is the natural mapping on X. As in the proof of Proposition 2.2.15 one
shows that (note that iy = Id)

Kay(t) —y € OF(p,, ()3 ¥)- (3.47)

We intend to pass to the limit v — oo in (3.47) and show that Kz(t) —y € OF*(p*(t);y).
To this end, recall that n(v) € N was chosen such that t € (t,,(,)—1(aw), tn() ()] for all
v € N. Therefore it follows from Remark 3.3.1 (3) that

; ) o(|[Kzo —yl)
v t - v,n(v g T

Since o, | — 00 as v — oo we conclude together with Theorem 3.3.3 that

w-limpy ) = 7}1}1—_1)i£1(p;n(y) —p,(t) + 1,1/1—_1)1£1p’;(t) = p*(¢). (3.48)

V—00
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Furthermore, the 7x-my continuity of K and (3.46) implies that the left hand side of (3.47)
converges to Kz (t) —y w.r.t. the topology 7y and hence also weakly according to requirement
(R1). Finally, we observe (by recursive application of Corollary A.3.4)

FX (05 )i ¥) < F 0 py-159) < - S FH(pp15y) < Fr(pgiy)  forallv e N

Summarizing, we have that

Kay(t) —y € OF (D) ()i ¥)s sup I (p}, )3 ¥) < 00,
veN (3.49)
w-lim (Kz,(t) —y) = Kz(t) — v, w-limpy ) =p*(1).

Since OF*(p*;y) = 0(J* o K*) —y C Y* x Y is assumed to be weakly-weakly closed (cf.
requirement (R8b)) we conclude from (3.49) that

Kz(t) —y € OF"(p*(t); ). (3.50)

Next, we recall that according to the assumptions (R1) and (R2), the norm on Y is se-
quentially 7y-lower semicontinuous and K is 7x-7y continuous respectively. This implies
that

K 2(t) =yl < lim inf || Kz, () - y]| -

Further Remark 3.3.1 (2) gives that
1K z(t) =yl =&~ (ldpy)]]) -
Combining these two facts with Remark 3.3.4 (1) shows
1K 2(t) = yll < liminf =" ([ldp;()])) = ¢~ (ldp* (1)) = [0F ()| (" (1))

This estimate together with (3.50) gives that

Kx(t) —y € O°F*(p*(1);y).
Since p* is a strong solution of (3.18) it finally follows that

y — Ka(t) € =0°F*(p*(t);y) C Jg-1(dp*(1)).

We remark, that on reflexive spaces one always has 3(;1 = Js-1 (see e.g. [42, Cor. 3.5]). Thus
we end up with

d™ (1) € 35y — Ka(t))
as desired.
Claim 3. K*p*(t) € 0J(x(t)): As already pointed out in (3.40) we have that
K™D ny € 0J (2 (1)) for all v € N.

As K* € L(Y™*, X™*) is weakly-weakly* continuous (see e.g. [94, Prop. 3.1.15]) we further find
(noting (3.48)) that
w*-lim K*p;n(y) = K*p*(t).

V—00
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We collect the previous two statements and (3.44) and (3.46):

K*p) ) € 0J(20(1)), sup J(z,(t)) < oo,
veN (3.51)
lim z,(t) = z(t) wrt. 7x, w*-lim K*pz’n(y) = K*p*(t).

Since 0.J is Tx-weakly™* closed according to requirement (R8a) we eventually get
K*p*(t) € 0J(x(t)).

Claim 4. z is continuous w.r.t. 7')%: Then it follows from Claim 2 and the definition of Jg
that for all t > 0

ldp* (Il = ¢l Kz (t) = yl)-
Thus it follows from Remark 3.3.4 (3) that

o(I1Kx(t) —yll) = lldp*@)]| < o([[Kzo — yl))
Now let s,t,> 0. Then it follows from the previous estimate that
1K (z(s) = z(@)]] < [Ka(s) = yll + [Ka(t) —yl| < 2[|Kzo —yl|.
and since K*p*(s) € 0J*(x(s)) (cf. Claim 2) the definition of the subgradient gives

J(2(s)) = J(x(t)) < (K'p*(s), 2(s) — (1)) -

Combining these the last two estimates results in

D(a(s), () < DY 7" (a(s), x(t))
= J(x(s)) — J(a(t)) — (K*p*(1), (s) — (1))
< (K*p*(s) — K*p"(t), x(s) — a(t))
< " (s) — p* (O 1K ((s) — a(t))]
< 2|lp*(s) — p* ()|l || Ko — gl
< 26(|[ Ko — yll) | Kzo —yll|s — 1],

where the last inequality follows from the Lipschitz continuity of p* (cf. Theorem 3.3.3). [

Theorem 3.3.7 proves existence of solutions of Equation (3.4). However, the notion of
solution in Definition 3.1.1 in general (that is, for general functionals J and operators K) is
very weak.

In the remainder of this section we will investigate special cases for which the assertion of
Theorem 3.3.7 can be improved. We focus on two special situations: Strict (total) convex
functionals J (Theorem 3.3.8) and injective operators K with closed range (Theorem 3.3.10).
We note that the first case occurs e.g. in regularization theory (e.g. J = |||y, X strictly
convex), whereas the latter case for instance is standard in image denoising (i.e. K = Id; cf.
Chapter 4).
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Theorem 3.3.8. Assume that J is strictly convex and that p* is a strong solution of (3.18)
with p}(t) —=* p*(t) for allt > 0 as in Theorem 3.3.3.
Then, there exists a unique, weakly measurable function x : [0,00) — X satisfying
lim x,(t) = x(t), w.rt 7x
V—00
for all t > 0. Moreover, the pair (x,p*) is a solution of (3.4).
Additionally, if J is totally convex (cf. Definition A.2.9) then the function t — x(t) is
strongly continuous.

Proof. If J is strictly convex, then every £€* € X* is contained in the subdifferential of at most
one element x € D(9J): Assume, by contradiction, that for z # & one has £* € dJ(z) and
¢* € 0J(&). The definition of the subgradient and the strict convexity of J imply

J(z) > J(@)+ (e —z) > J(x)+ (e —2)+ (T —z) = J(x),

which is of course contradictory.
Now assume, that x1,z9 : [0,00) — X are such that (z1,p*) and (z2,p*) are solutions of
(3.4). Then it follows that

K*p*(t) € 0J(x1(t)) and  K*p*(t) € J(za(t))

and thus, according to the considerations above, x1(t) = x2(t). From now on we will assume
that x : [0,00) — X is the unique function such that (z,p*) solves (3.4).

We recall from Claim 1 in the proof of Theorem 3.3.7 that for all ¢ > 0 the sequence
{2, (t)},cn is contained in a Tx-sequentially precompact set. Moreover, it follow from Claim
3 in the proof of Theorem 3.3.7 that each Tx-cluster point Z of {z,(t)}, .y satisfies

K*p*(t) € 8J (7).

Keeping in mind the argumentation above, this already implies that £ = z(t) or, in other
words, that the set of 7x cluster points of {z,(t)},cy is the singleton {z(t)} and hence
xy(t) — z(t).

We prove weak measurability of x (recall Definition A.1.6 (2)): Since 7x is stronger than
the weak topology on X by (R1) it follows that for * € X*

Vlirrolo (& xy(t)) = (€5, x(t)) forallt>0.

The numerical functions t — (£*,z,(t)) are simple, real valued functions for all ¥ € N and
thus measurable. Consequently (£*,z) is measurable as pointwise limit of measurable, real
valued functions (cf. [57, Thm 2.3.2.(6)]) and hence weak measurability of x follows.

Finally, if J is totally convex, it follows from Lemma A.2.10 (2) that continuity of z w.r.t.
the Bregman topology already implies continuity in norm. O

We proceed with the second special case announced above, i.e. when the operator K is
injective with closed range. Before we do so, we prove

Lemma 3.3.9. Let 7' > 0. For each n € N assume that g, : [0,7] — [0, 00) is such

T

sup supgn(t) <oo and  lim gn(T)dr =0.
0<t<T neN =020 Jo
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Then one has for all continuous w : [0,00) — [0, 00) with w(0) = 0 that
T
lim (wogp)(T)dr = 0.

n—oo 0

Proof. Since limy,_, o fOT gn (1) d7 = 0 it follows from [55, Chap. 1.3 Thm. 5] that there exists
a selection n +— p(n) such that

lim g, (t) =0, forae. t€[0,T].

n—oo

Since w is continuous, this implies that

lim w(g,m)(t) =w(0) =0 forae. tel[0,T]

n—oo

Moreover, since there exists a constant ¢ > 0 such that g,(t) < cforalln e Nand 0 <t <T
we have (again due to continuity) that

sup sup w(g,(n)(t)) < oo.
0<t<T neN

Thus, the dominated convergence theorem shows that

T T
lim (wogpm)(T)dr = / lim w(gp(n) (7)) dT = 0.
The assertion follows from a standard sub-subsequence argument. O

Theorem 3.3.10. Assume that Y is uniformly conver and separable and that Y* is an E-
space and let 1 < p < co. Moreover, let p* be a strong solution of (3.18) with p},(t) — p*(t)
for all t > 0 as in Corollary 3.5.6.

If ker(K) = {0} and ran(K) is closed, there exists a function x : [0,00) — X such that for
allT >0,z € LP0,T;X) and

lim z, =«
V—0oQ

in LP(0,T;X). Moreover, the pair (z,p*) is a solution of (3.4).

Proof. First, we note that from [42, Thm.2.13] it follows that uniform convexity of ¥ implies
uniform smoothness of Y* and consequently [42, Thm.2.16] says that the duality mapping
Jg-1 is single valued and uniformly continuous on bounded sets of Y* .

In other words, this means that for each R > 0 and pj,p5 € Y* with |pj|] < R and
IIp3]] < R, there exists a continuous function wg : [0,00) — [0,00) such that wgr(s) > 0 if
s > 0 and wr(0) = 0, for which the equality

[36-1 (1) = 3g-1(03)|| < wr (lIpi — p31) (3.52)

holds (cf. also [4, Chap. 1.6]).
Next, recall from Remark 3.3.4 (3) that

max ([|dp; ()|, |dp™ ()I]) < ¢(||Kzo —yl]) forall £ >0, v €N,
Setting R := ¢(||Kzo — yl||) we get from (3.52) the estimate

1351 (dp(£)) = 3g-1(dp5 ()| < wr (ldp* () — dp3 (1)) for all ¢ > 0, (3.53)
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3 Evolution Equations

Furthermore, recall that for each v € N the sequences x, = {z,1,2,2,...} and p} =
{plf,l,ng, .. } are generated by the augmented Lagrangian method (Algorithm 2.2.9) w.r.t.
the data y, the initial value pjj and the parameters o, = {a, 1,a,2,...}. From the update
step (2.9b) in the algorithm it hence follows that for each n € N

Kxu,n —Yy= 3¢*1(au,n(p;n—l - p;,n))

Keeping in mind the definitions of =, (¢) and dp},(t) (cf. Table 3.1) this gives
Kx,(t) =y — 3¢71(dp§(t)) =: z,(¢). (3.54)

for all ¢t > 0.

Finally, the injectivity of K and the fact that ran(K) is closed imply that K~! : ran(K) —
X is continuous (closed graph theorem; cf. [124, Thm. IV.4.4]). Moreover, from Theorem
3.3.7 it follows that there exists at least one function x : [0,00) — X such that (z,p*) is a
solution of (3.4), which implies that (note that J;-1 = 3;1)

Kx(t) =y — Jg-1(dp*(t)) =: 2(1). (3.55)

for all t > 0.
So far, it becomes evident from combining (3.53), (3.54) and (3.55) that

ly (8) = 2 ()| = [[K ™ (20 (8) = 2(@))]| < [[K7H[ NIz () = 2(@)l]
= [ K7 361 (dpi () = Jg-1(dp* @) < [|E~wr (ldp* () — dpy(B)]]) . (3.56)

Now, let 1 < p < oo. From Corollary 3.3.6 (under the present assumptions on Y and Y™*)

it follows that
T

lim \\dp}(T) — dp* ()] dr = 0.

V—00 0

Since the integrand in above equation satisfies
ldpy(t) — dp*(t)|| < 2R

for 0 <t < T and v € N, we can combine (3.56) with Lemma 3.3.9 and observe (by setting
gy (t) = ||dp}(t) — dp*(t)| and w = wh,) that

T T
i [l (r) = (P dr = K[ w1y () = ol dr =0, (357

V—00 0
O

We summarize the results of this section: Let y € ¥ and assume that pj € Y™ is chosen
according to (R6), that is, K*pjy € 0J(zo) for an element o € X. Moreover, let p* be a
strong solution of (3.18) such that p}(t) —* p*(¢) for all t > 0 as in Theorem 3.3.3.

Then, there exists a function z : [0,00) — X that is continuous w.r.t. the Bregman topology
7% (cf. Definition A.2.7) such that (z,p*) is a solution of (3.4). Moreover, = can be chosen
as the pointwise limit of subsequences of z,,.

By imposing additional restrictions on the spaces Y and Y* as well as on J and K, we de-
rived stronger convergence results of the piecewise constant interpolations and better smooth-
ness properties for x. Table 3.3 displays the derived results at one glance.
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’ Condition

‘ Convergence of x,

‘ Properties of =

J strictly convex

J totally convex

Y uniformly convex, Y*
E-space, K injective with
ran(K) closed

xy(t) — x(t) for all t > 0,
up to a subsequence

xy(t) — z(t) for all t > 0
x,(t) — x(t) for all t > 0

x, — x in LP(0,T; X) for all
T>0and 1 <p< oo

continuous w.r.t. 7.

weakly measurable
strongly continuous

x € LP(0,T;X) for all T >
Oand 1 < p < 0.

Table 3.3: Convergence and smoothness properties of primal solutions of (3.4)

3.4 Continuous Regularizing Operators

In this section we will introduce the continuous counterparts of the operators R,, and R} as
defined in Remark 2.2.12. With these operators at hand, we will prove a continuous version
of Theorem 2.3.4, that is, an estimate on the asymptotic behavior of the residuals.

Let pfy € Y* be chosen according to (R6), that is, there exists z9 € X such that K*p§ €
0J(xp). Moreover, we shall assume that for each v € N the sequence o, = {ay1,a12,...} C
(0,00) is a partition of [0,00) such that

lim |a,| = oc.
V—00

Then, it follows from Theorem 3.3.3 that for each y € Y there exists a Lipschitz continuous
function p* : [0,00) — Y™ with Lipschitz constant c;, = ¢(||Kxzo — y||) such that p* is a strong
solution of (3.18). Assume that for v € N

p; = {pi,lﬂp;%'- } C Y*

is a dual sequence generated by the augmented Lagrangian method (Algorithm 2.2.9) w.r.t.
the data y, the initial value p§ and the parameters a, and let p;, : [0,00) — Y™* denote the
piecewise affine interpolation of p (cf. Table 3.1). Then, according to Theorem 3.3.3, it is
not restrictive to assume that p* can be written as

p*(t) = w-limpy ., ()

V—00

for all ¢ > 0 and a suitable selection v — p(v).

Moreover, it follows from Theorem 3.3.7 that there exist at least one function z : [0,00) — X
such that the pair (z,p*) is a solution of (3.4) (in the sense of Definition 3.1.1). These
considerations give rise to

Definition 3.4.1. For each y € Y choose a solution p* : [0,00) — Y™ of (3.18) as in Theorem
3.3.3 and z : [0,00) — X such that (x,p*) solves (3.4). Then we define for ¢ > 0

Ri(y) := x(t)

Note that in Definition 3.4.1 we did not necessarily assume that the primal solution x can
be approximated by piecewise constant functions as in Theorem 3.3.7. The following result
shows that — from a regularization point of view — this additional assumption, however, is
not restrictive.

and i (y) == p"(0).
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Proposition 3.4.2. Let y € Y and assume that p*(t) = R} (y) is a strong solution of (3.18).
If z1,29 : [0,00) — X are such that (x1,p*) and (x2,p*) are solutions of (3.4) it follows
that

Dy(a1(t), xa(t)) = Dy(wa(t),21(t)) =0 and  [[Kai(t) —y| = [Kza(t) — yll-
Additionally, if Y is strictly convex, one has
Kxi(t) = Kxzo(t)  and  J(z1(t)) = J(x2(t)).

Proof. Let t > 0 and set £*(t) = K*p*(t). Then it follows from (3.4) that £*(t) € 9J(x;(t))
for ¢ = 1,2 and therefore

DY O (@y(t),aa(t)) = J(x1(1)) — J(@alt)) — (€°(1), 21 (1) — a(t))
DY D (aa(t),a1(8)) = J(w2(t)) — J(@a(t) — (€°(1), 22(t) — 21(8)).
By adding up this two equations we gain
Dy(x1(t), z2(t)) + Dy(2(1)), 21(t)) < D5 (@1 (t), w2(1)) + DS D (wa(t), 21(£) =0 (3.58)

and therefore both expressions on the left vanish for being nonnegative. The second assertion
follows from Equation (3.4) and the definition of J;-1:

1K1 () —yll = ¢~ (ldp* (D)) = | Kz2(t) —yll.

Assume now, that Y is strictly convex. Since Y is presumed to be reflexive (according to
requirement (R7)) we can apply [42, Chap. 2 Cor. 1.5] and conclude that the duality mapping
Jo is single valued. Thus we have that

y— Kx1(t) = Jp(dp™(t)) = y — Kzo(?)

and therefore Kz (t) = Kxa(t).
Further, it follows from (3.58) that

0= D5 D (@1(t),22(t)) = J(@1()) — J(w2(t)) — (€°(1),21(t) — 22(0))
= J(21()) — J(@2(t)) — (" (), K1 (t) — Ka(t)) .
Since Kx1(t) = Kxo(t) it follows that J(z1(t)) = J(x2(t)) for all ¢ > 0. O

We move on to a continuous version of Theorem 2.3.4, i.e. we study the asymptotic behavior
of the residuals

IKR:(y) =yl
for large ¢. Before we do so, recall that for F*(¢*;y) = J*(K*q¢") — (¢*, y) one has that

* = : f F* *
1 (y) nf, (¢";v)

is finite, whenever y is attainable (cf. Lemma 2.2.14).
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Theorem 3.4.3. Assume that y € Y is attainable and y € Y. Then for all t > 0

IR il < 05" (D= - ).

Proof. Let t > 0. For each v € N, assume that z, : [0,00) — X denotes the piecewise
constant interpolation of a sequence

x, ={z,1,202,...} CX

generated by the augmented Lagrangian method w.r.t. the data g, the initial value pf and
the parameters a,,. According to Proposition 3.4.2, it is not restrictive to assume that R¢(7)
is constructed as in the proof of Theorem 3.3.7; after dropping a subsequence this means

lim z,(t) = Re(g) wrt. 7x.
For every v € N there exists n(r) € N such that t € (t,(,)-1(@),tp)(cw)]. From the
definition of ,, (cf. Table 3.1) it follows that x,(t) = 7,,(,). Moreover, t < t,,(a,) for

all v € N and from Theorem 2.3.4 (as well as from the monotonicity of 1/);1) it follows (after
setting 6 = || — yl|)

HK{E,,(t) - Zj” = HKxVJL(V) - QH

1 (F W5, y) — 1Y) 1 (75, y) — 1Y)
swl( : +(0) ) < ¢ +5(9) ) -
o tn(,,)(ay) ¢( ) & + ¢ )
The assertion follows from the 7x-lower semicontinuity of the mapping z — |[[Kz —g||. O

We close this section with a characterization of the residuals by means of the variation of
F*(-;y) along the path R} (y).

Proposition 3.4.4. Let y € Y. Then the function t — ||KR¢(y) — y|| is nonincreasing and
bounded by || Kxo — y||. Moreover, for n(s) = s¢(s) the identity

(IER() — ) = — L F*(Ri (4):v)

dt
holds for each t > 0.
Proof. For t > 0 we abbreviate
z(t) :=Ri(y) and  p*(t) :=Ri(y).
Noting that (x,p*) is a solution of (3.4) it follows that
dp*(t) € Jp(y — Kx(t)), forallt>0.

From the definition of the duality mapping J, (cf. Definition A.1.1) we hence find that
lldp*(t)|] = o(||Kz(t) —yl||). Since ¢ is increasing it follows from Remark 3.3.4 (3) that
t — ||[Kz(t) — y|| is nonincreasing and that for all ¢ > 0

[Kx(t) =yl < |[Kzo—yll.
Finally, it follows from Remark 3.3.4 (1) and (2) that

~ 2 e (@)y) = 6l )1 " (1)

dt
= [[Kz(t) = yll ¢( K (t) = yll) = n((lKz(t) = yl]).
O
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3.5 Equations for Data in a Hilbert Space

In this section the case, when Y is a separable Hilbert space with inner product (:,-), is
studied. Throughout this section we shall assume that ¢(s) = s and note that in this case
one has J4 = Id. Further, we identify Y* with Y via Riesz’ isomorphism and agree on using
the notation

Y'=Y and  (py)y-y =(0y)y = (Y-

We assume that pp € Y is chosen such that there exists g € X with K*py € 0J(zp). For
given data y € Y, the evolution equation (3.4) in the current setting takes the following form:

dp(t) =y — Kx(t) K*p(t) € 8J(x(t)) (3.59a)
p(0) = po (3.59b)

and the corresponding equation for the dual variable (3.18) comes as

dp(t) = °F*(p(t);y), p(0) = po. (3.60)

We recall that for F*(p;y) = J*(K*p) — (p,y), the symbol 9" F*(p;y) denotes the minimal
section of the subdifferential 0F*(-;y) at p € Y (cf. Definition A.2.1). That is, it contains
those subgradients of F™*(p;y) with minimal norm. Since the norm on Y is strictly convex, it
follows that 0°F*(p;y) is a singleton for all p € Y.

This section is organized as follows: We start with a classical existence and uniqueness
result for (3.60) that refines Theorem 3.3.3. Moreover, we shall present optimal approximation
estimate for the implicit Euler scheme of (3.60), that is, the proximal point method (Algorithm
2.4.2).

With this result at hand, a similar estimate for the scheme generated by the augmented
Lagrangian method for (3.59) follows. Finally, a continuous counterpart to Theorem 2.4.4 is
given, stating that solutions of (3.59) constitute a regularization method for the constrained
problem (2.5).

We start with the following fundamental result (compare with Theorem 3.3.3)

Theorem 3.5.1. Let y € Y. Then, there exists a unique strong solution p : [0,00) — Y of
(3.60) that is Lipschitz continuous with Lipschitz constant cf, = ||[Kzo — y||.

Proof. Since we have that K*py € 0J(xg) it follows that xo € 9J*(K*py) and consequently
that
Kxg—y € 0(J o K*)(po) —y = IF*(po;y) (3.61)

according to Lemma A.2.5. In other words, this means pg € D(OF*(-;y)) and it thus follows
from [26, Thm 3.1] that there exists a unique strong solution p of (3.60) that is Lipschitz
on [0,00). From Theorem 3.3.3 it follows that the Lipschitz constant can be chosen as cf, =
o[ Kzo — yll) = | Kzo — yl. O

Remark 3.5.2. Recall from (3.61) that Kzo —y € 0F*(po;y). This in particular implies
that the slope |0F*(-;y)| at po is finite:

|0F* (5 9)| (po) = ||0"F*(po; v)|| < |1 K20 — ¥l -
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Corollary 3.5.3. Let y € Y and p be the unique solution of (3.60). Then there exists at
least one function z : [0,00) — X such that (z,p) solves (3.59) in the sense of Definition 3.1.1.
If (z,p) is another solution of (3.59), then

xz(t) —z(t) € ker(K) and J(z(t)) = J(Z(t))
for all t > 0.

Proof. From Theorem 3.3.7 that a solution (x, p) of (3.59) exists and since Y is strictly convex,
it follows from Theorem 3.4.2 that Kx(t) = KZ(t) and J(z(t)) = J(&(t)). O

Remark 3.5.4. From Theorem 3.5.1 it follows that for all ¢ > 0 the operator R} : Y — Y
(as in Definition 3.4.1) is uniquely determined.

Moreover, according to Corollary 3.5.3, we find that the operator R; : Y — X is uniquely
defined up to elements in ker(K).

We now focus on the approximation error of the augmented Lagrangian method (cf. Al-
gorithm 2.4.1 for the Hilbert version) when considered as an implicit time scheme for (3.59).
To this end, assume that for all v € N a sequence of positive parameters

a, ={ay1,2,...} C(0,00)

is given, such that

lim |o,| = lim inf o, = oco.

V—00 v—0o0oneN

We start with an error estimate for the dual solution of (3.60). Since Y = Y™ is assumed to

be a separable Hilbert space, it follows that Y* is already an E-space. Thus the assumptions
of Corollary 3.3.6 are met and we already conclude, that the piecewise affine interpolations of
dual sequences generated by Algorithm 2.4.1 converge locally uniformly to the unique solution
of (3.60). The following result, recently established by Nochetto et al. in [102], provides an
error estimate for this limit.

Theorem 3.5.5. Let y € Y and assume that for each v € N

Py = {Pu,l;pu,% .- } cY

is the dual sequence generated by the augmented Lagrangian method (Algorithm 2.4.1) w.r.t.
the data y, the initial value py and the parameters a,,. Moreover, assume that p, : [0,00) — Y
denotes that piecewise affine interpolation of the sequence p, (cf. Table 3.1). Then

|OF*(-;9)| (po)
\/5’0‘1/’ ,

Proof. [102, Thm. 3.20] O

IR; (y) —pu ()] < t>0, veN.

As it becomes evident from Theorem 3.3.7, convergence of the piecewise constant interpo-
lations of primal sequence generated by the augmented Lagrangian method in general (i.e.
without any restrictions on J or K) has to be understood in a fairly weak sense. Hence, it
is not realistic to expect norm-error estimates for the primal variables in the spirit of the
previous Theorem.
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However, with Theorem 3.5.5 at hand, a convergence estimate for the primal variable in
terms of the distance measure

Aj(x1,x9) := Dy(x1,22) + D (22, 27). (3.62)
follows:
Proposition 3.5.6. Let y € Y and assume that for each v € N
x, ={zy1,2,2,...} CX

is the primal sequence generated by the augmented Lagrangian method (Algorithm 2.4.1) w.r.t.
the data y, the initial value py and the parameters a,,. Moreover, assume that x,, : [0,00) — Y
denotes that piecewise constant interpolation of the sequence x,, (cf. Table 3.1). Then

V2| Kz -yl

||

Aj(Re(y), zu(t)) < , t>0,veN. (3.63)

Proof. Assume that y € Y and let t > 0. We agree upon the abbreviations
z(t) :=Re(y) and  p(t) :=Ri(y).
Moreover, we assume that for each v € N
Py =1{Pv1,Pv2,-- -} CY

is the dual sequence generated by the augmented Lagrangian method (Algorithm 2.4.1) w.r.t.
the data y, the initial value py and the parameters .

For v € N assume that n(r) € N is such that t € (f,)-1(w), ty)(cw)]. From the
augmented Lagrangian Algorithm 2.4.1 and from the definition of the piecewise constant
interpolation x, (cf. Table 3.1) it follows that for all v € N.

K*plz,n(u) € 8‘](1"1/,71(1/)) = 8J(xV(t))

Moreover, since (z, p) is a solution of (3.59) we find that K*p(t) € 9J(z(t)). Combining these
two facts yields

A(t), (1)) = Dy((t), 2, (1)) + Dy (1), 2(t))
< Dy P (a(t), , t>> DY "“><xy<t>,:c<t>>
— (K*pyn)s a(t) — 2, >+ “p(t), @, (t) — 2 (1)) (3.64)
= (Punw) — (), Kz(t) — y) — (Pyn@y — p(t), Kz (t) — y)
< [Pune) — @] (1K 2(8) = yll + [ Kz, () - yl)-

Further, note that from Remark 3.3.1 (2) and from Proposition 3.4.4 it follows that
1Kz, (t) =yl < [|[Kzo —yll and  [[Kz(t) -yl < [[Kzo -y
for all v € N and ¢ > 0. Combining this with (3.64) results in

Az (t), 2y (t) < 2|lpvm — )| [ K20 — yl|-
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Assume that for v € N, the function p,(t) denotes the piecewise affine interpolation of p,.
Then it follows from the construction of p, that p, (t,(,)(e)) = p, n@). Therefore the previous
estimate together with Theorem 3.5.5 shows

V2||Kzo =yl [0F* (- 9)] (po)

e, |

Az(t), 2u(1) < 2{|pu(tnw) (@) = p(t)|| | Kzo — yll <

Finally, we find from Remark 3.5.2 that Kxg —y € O0F*(po;y) and therefore

0F"(;59)| (po) < [[Kxo — y|
Combination of the last two estimates shows the assertion. O

We close this section with the continuous counterpart of Theorem 2.4.4, stating that under
a suitable parameter choice {R;},~, constitutes a family of regularization operators for (2.4)
(c.f. Definition 2.2.4).

Theorem 3.5.7. Let y € Y be attainable and {y,},cny C Y such that 6, = ||y — yn|| — 0 as
n — oo and assume further that T': (0,00) x Y — [0,00) is such that

lim 620 (0p,4n) =0 and  lim T(6p,yn) = oo. (3.65)

n—oo n—oo

Then <{Rt}t20 ,F) is a regularization method for (2.4) such that

lim_ J(Rr(6,yn) (Yn) = inf {J(v) = Kv=y}.

n—oo

Proof. Let §j € Y. We define 4 := ||y — g|| and set
z(t) == Re(g) and p(t) :==R;(Y).

We will essentially follow the proof of Theorem 2.4.4 and start with a preliminary estimate
for the values of J along the curve x(t). To this end, assume that £ € X is a J-minimizing
solution of (2.4) (with right hand side y) and choose ¢ > 0.

Since (z,p) solve (3.59) it follows that K*p(t) € 0J(x(t)) and therefore the definition of
the subgradient implies that

J(x(t)) < J(T) + (Kp(t),z(t) — T) = J(Z) + (p(t), Kz(t) —y) . (3.66)
Next, after introducing the abbreviation
c:=F"(po;y) — n*(y) = F*(p;y) — inf F*(p;y)
peY

we find from Theorem 3.4.3 (note that zp;l(s) = /25 and Ry(§) = x(t)) that

- 5 2c
152(t) =yl < lly = gll + | Kz(t) =gl <0+ 4/ + 62. (3.67)

For each v € N let
Pv = {pu,lapu,Qa .. } cY
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3 Evolution Equations

denote the dual sequence generated by the augmented Lagrangian method (Algorithm 2.4.1)
w.r.t. the data g, the initial value py and the positive parameters a, and denote with p,(t)
the piecewise affine interpolation of p, at time ¢.
Then we find from Theorem 3.5.1 that p,(t) — p(t) strongly. If n(r) € N is such that
t € (thw)—1(ow), thw)(aw)], it consequently follows from Remark 3.3.1 (3) that
lim p,, ) = p(t). (3.68)
V—00
For € > 0 choose p* € Y such that F*(p®;y) < u*(y) + . Then we conclude from (2.46)
that

p* = ponwll _ [lp* = pol?

2/t (@) V Znwy(w)

This estimate together with (3.68) and the fact that ¢,,)(q,) — t as v — oo gives

+ tn(,,)(al,)(52 + e,

15— p@®1 . P = Prnin)| \/ I — poll?
' — lim ’ < +t6% +e.
2\/Z v—oe 21 /tn(zz) (Oéy) 2t

From (3.66) we find by using (3.67) and the previous inequality

J(x(t)) < J(z) + (p(t) — p°, Kx(t) —y) + (p°, Kz(t) — y)

<J@ W%ﬁ Kz (t) =yl + o] |1 K2(t) — yl]
< J(z)+ (2ﬁ5+2\/m> \/llpggtf%ll2 e (3.69)

2
+ 7] <5+\/;+52>.

With these preparations we will now conclude the proof: set 7(n) = I'(dn,y,) for each
n € N. Then, according to (3.65) one has 7(n) — oo and §27(n) — 0 as n — co. This shows
together with (3.69) that

limsup J(Rr(n)(yn)) < J(T) + 2V 2ce.

n—oo

Since € > 0 is arbitrary, we eventually find

lim sup J(RT(H) (yn)) < J<3_7) (3'70)

n—o0

In particular, this implies that J(R;(,)(y»)) is uniformly bounded. Moreover, we find from
Theorem 3.4.3 that for each n € N

1 2
5 KRz () — ul* < lly = vall® + | KRy () — wn|” < 02+ T;) + 20,
Since 7(n) — oo and &, — 0 as n — oo, this implies that
lim [|[KR () (yn) — y|| = 0. (3.71)

n—oo
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3.6 Example: Quadratic Regularization Revisited

In particular, we have that
1 2
sup | 5 | KRy (n) = y||” + T (Remy(yn)) | =t c1 < o0
ne

or in other words, R,(»)(yn) € A(c1) and thus according to assumption (R5) we can assume
(possibly after dropping a subsequence) that R, ,)(yn) — & w.r.t. 7x for an element € X.
Since z — || Kz — y|| is sequentially 7x-lower semicontinuous (cf. Remark 2.1.2 (2)), we finally
conclude from (3.71) that

IK& —y| < lim inf | KRy (yn) —y|| =0

and thus Kz = y. Together with the Tx-lower semicontinuity of J and (3.70) we conclude
that each 7x-cluster point of {RT(”)(yn)}neN is a J-minimizing solution of (2.4) and the
assertion is shown. O

3.6 Example: Quadratic Regularization Reuvisited

We revisit the special case where J is a quadratic functional, as it has been studied in Section
2.5. We will therefore assume the same setting; in particular, this means that X and Y are
Hilbert spaces and

sIL@)|* ifz € D(L),
J(x) =
400 else,

where L : D(L) C X — H is a linear, closed and densely defined operator, mapping X into
a further Hilbert space H. In general, it is not required that L is bounded on D(L). We
furthermore recall that D(9J) = D(L*L) and

L*L if 2 € D(L*L),
oata) = {72 <P

according to Lemma 2.5.1. In order to keep the presentation transparent, we shall assume
that po = 0 = L*Lxg for a xg € ker(L*L).
Let y € Y be given. Then the functions z(t) := R¢(y) and p(t) := R;(y) solve

dp(t) =y — Kx(t), K*p(t) = L*Lx(t), (3.72a)
p(0) = 0. (3.72Db)

We remark, that from the continuity of K* it becomes evident that each x is also a solution
of the equation

%(L*Lx(t)) — K*(y — Ka(t)), L*Lz(0) = 0.

For a given sequence a = {an },n C (0,00), the implicit scheme for (3.72) defined by the
augmented Lagrangian method (cf. Algorithm 2.4.1) reads as

z, € argmin|Kz —y|?+ o || Lz — 2, 1) (3.73a)
reX
Pn = Pn1toy, ' (y— Kay) = L*La,. (3.73b)
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3 Evolution Equations

From Proposition 3.5.6 we gain an estimate for the approximation error of the implicit
scheme (3.73). As in the previous section, assume that for v € N

a, ={ay1,02,...} CY

is a sequence of partitions of [0,00) such that |a,| — oo as v — oo. For the quadratic
functional J we find for z1,x9 € X that

Dy (@y(t),x(t)) = Dy(x(t), 2, (1) = | L(zy(t) — x(1))*.
Hence the definition of Ay in (3.62) together with Proposition 3.5.6 gives

Corollary 3.6.1. Let y € Y and assume that for each v € N
x, ={zy1,202,...} CX

is the primal sequence generated by the augmented Lagrangian method (Algorithm 2.4.1)
w.r.t. the data y, the initial value py and the parameters a,. Moreover, assume that z, :
[0,00) — Y denotes that piecewise constant interpolation of the sequence x, (cf. Table 3.1).
Then,

s _ Kz —y]?

B \/§|au| .

In Section 2.5.2 we studied the special case, when K = Id. In this situation, the evolution
equation (3.72) is equivalent to
d

S LLa(t) =y —a(t), L"Lx(0) =0.

L2 (t) — ()]

Moreover, we have that solutions are unique due to Proposition 3.4.2. We close this Section
with the following example:

Example 3.6.2. Let Q C RY be a open and bounded domain with smooth boundary 9
and X = L2(Q) as well as H = L2(Q,RY) and set L = V with H(Q) = D(L) C L2(Q). Then
L is linear, closed and densely defined (w.r.t. the L2-topology). Moreover we find from [17,
pp.63] that

D(L*L) = D(0J) = {x e H*(Q) : Vz-v =0, HY 'a.. on 00}

and 0J(zx) = —Axz (v denotes the outer unit normal vector on 92). The evolution equation
(3.72) thus turns to the third order equation
d
&Ax(t, s) = z(t,s) —y(s) forall seQ, (3.74a)
Vz(s)-v(s) = 0 for HN lae. s, (3.74b)
Az(0,s) = 0. (3.74c)

We show that the unique solution x of (3.74) is continuous (in time). To this end, we note
that by Green’s formula

/ z(t,s) —y(s)ds = / gA:B(t, s)ds = 4 Vz(t,s) - vds =0. (3.75)
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Hence it follows that
/ x(t1,s) — x(te,s)ds =0
Q

for all ¢1,t2 > 0. Consequently there exists a embedding constant C = C(£2) such that (cf.
[125, Thm.4.2.1])

l2(t1) = x(t2)llpz < CIV(2(t) = z(t2)ll2ryy = CDs(2(t), x(t2))-

Thus norm continuity follows from continuity w.r.t. the Bregman topology. In particular, the
continuity of x and (3.75) imply

/Ql‘((),s) ds:/ﬂ lim a(t, 5)ds = lim x(t,s)ds:/ﬂy(s) ds.

t—0+ t—0t Jo

Since Az(0,s) = 0 and Vz(0, s) - v(s) = 0 on 0N this results in

z(0,s) = )\Nl(Q)/Qy(s) ds =: ¢.

Next, we apply the error estimate in Corollary 3.6.1 to the present example. To do this,
assume that {oy}, oy is a sequence of positive parameters and let {x,(s)},cy C D(L*L)
(s € Q) be the sequence generated by the augmented Lagrangian method (3.73) (w.r.t. the
data y and initial value oy = g). This shows that for all n > 1

Y(s) — xn(s) = anA(xp—1(s) — xn(s)).
Again, by Green’s formula one finds as in (3.75)

/Qy(s) — an(s)ds = 0.

If for v € N ey, &, and z,(t) are such as in Corollary 3.6.1, then it follows that
/ xy(t,s) —x(t,s)ds = / x,(t,s) —y(s)ds —i—/ y(s) —xz(t,s)ds =0
Q Q Q

for all ¢ > 0. Consequently, we get with the same embedding constant C' as above and
Corollary 3.6.1

C Jaly(s) — gl ds
V2o '

2 () — 2(t) I} < C V(20 (t) — 2(0)|F20.pn) <

3.7 Notes

In this Chapter we proved the existence of solutions of the evolution equation (3.4), where a
solution consists of a pair of curves representing a primal and a dual variable (cf. Definition
3.1.1). Additionally regularizing properties of these solutions w.r.t. the constrained problem
(2.5) were considered.

Equation of this type first appeared — at least in the context of image processing —
in Burger et al. [33] (see also [31]), however, without any existence results for solutions.
Existence analysis was given in Burger et al. [30], and in a more general setting by F. &
Scherzer in [61]. Therein it was shown, that Equation (3.4) decouples in the sense that there
always exist solution pairs whose dual component solves the differential inclusion (3.18), or
in other words:
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3 Evolution Equations

Proving existence of solutions for (3.4) boils down to finding solutions of the dual
equation (3.18) and a subsequent construction of a primal curve such that (3.4)
holds.

Since the dual equation (3.18) comes in the shape of a gradient flow (or steepest descent)
equation, solutions can be constructed via the implicit Euler scheme, which coincides in the
present case, with the proximal point algorithm (Algorithm 2.2.16) studied in Chapter 2.

For the general (Banach space) case, we proved convergence in Theorem 3.3.3 making
extensive use of the analysis in the recent book by Ambrosio et al. [9] (in particular, in
Section A.3 and in the proof of Theorem 3.3.3). By requiring additional properties of the
underlying spaces we derived improved convergence results for the dual sequence, which are
listed in Table 3.2.

In fact, the analysis in [9] reaches far beyond the situation considered in this thesis: it
provides a generalized approach for solving gradient flow equations in metric spaces by means
of curves of maximal slope (originally introduced by de Giorgi et al. [46]), which turn out to
be (strong) solutions of differential inclusions if consideration is restricted to (well-behaved)
Banach spaces. Additionally, a generalization of the implicit Euler scheme for evolution
equations as well as its convergence to curves of maximal slope is given within the framework
of (generalized) minimizing movements which goes back to de Giorgi [45] (see also Ambrosio
[8] or Gianazza & Savaré [64, 65]).

If the dual equation (3.18) is considered on a Hilbert space, the problem of finding solutions
lies within the framework of nonlinear semigroups and considerably stronger results (concern-
ing uniqueness, convergence and smoothness of solutions) are available (cf. Theorems 3.5.1
and 3.5.5 in Section 3.5). An exhaustive list of references on this vast topic lies beyond the
scope of this section; thus we merely mention: Ambrosio et al [9], Barbu [17], Brézis [26],
Crandall & Liggett [44], Miyadera [99] or Pavel [104].

Evolution Equation (3.4) Thm. 337 Dual Equation (3.18)
A
TThm. 3.3.3 (Thm. 3.5.1)
Augmented Lagrangian Method Proximal Point Algorithm
(Algorithm 2.2.9) Prop. 2.2.15 (Algorithm 2.2.16)

Figure 3.1: Methodology for constructing solutions of (3.4)

Finally, in Theorem 3.3.7 we have shown that each solution of (3.18) can be complemented
to a solution of (3.4). To this end, a primal curve was constructed as as a pointwise limit
of discrete (piecewise constant) functions generated by the augmented Lagrangian method
(Algorithm 2.2.9 in Chapter 2). We considered special settings in order to come up with
stronger convergence and smoothness results. Table 3.3 subsumes the derived results.

Figure 3.1 schematically summarizes the methodology for solving (3.4) used in this chapter.
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4 Application: Image Denoising

In this chapter we return to the motivating example introduced in Chapter 1; the iterative
image denoising method introduced by Osher et al. in [103]. We briefly recall:

Given a (noisy) image f € L?(Q) (defined on a image domain 2 C R?), the authors propose
the following algorithm to recover the underlying, noise-free image:

1. Set vy := 0.

2. Forn=1,2,... compute

1
Upy1 = argmin {/ |f —ul? do + an}"(u,un)} ,
werz@) (2 Ja

Untl = Up+ a_l(f - un+1)'

Here, J denotes a convex and L?-lower semicontinuous regularization functional (the BV-
semi norm; cf. Section 4.1) and « a fixed positive parameter. D" (u,uy,) is the Bregman
distance of uw and u, w.r.t. J and v, (cf. Definition A.2.6)

Dy (u, un) = J(u) — J(uy) — /Qvn(u — Up) dz.
Later on, Burger et al. claimed in [31, 33] that the pair (uy,v,) can be considered as an
approximation of solutions (u,v) of the equation system

do(t) = f —u(t), v(t) € dJ(u(t)),
v(0) = 0.

at time t,, = a~'n. However, neither existence of such solutions nor approximation estimates
were given.

Recalling Algorithm 2.4.1, it becomes evident, that the above iteration falls within the
scope of the augmented Lagrangian method and hence the analysis of the first part of this
thesis applies. In this chapter we will therefore investigate (a slightly more general version
of) this iterative image denoising method as well as the resulting evolution equation. We
basically follow our work in Burger et al. [30].

This chapter is organized as follows: After introducing the basic functional analytic framework
in Section 4.1, we proceed with a quick review of the analysis on pairings between vector
valued, bounded functions and measures, as it was conducted by Anzellotti in [12]. With
these preparations at hand, we will introduce a generalized definition of Meyer’s g-norm in
Section 4.3 and its relations to functions with finite total variation (cf. Section 4.4).

In Section 4.5 we eventually study the iterative image denoising technique and its corre-
sponding evolution equation. Multiscale properties as well as characterization of solutions for
a certain class of data images f are considered in Section 4.6. We close this chapter with a
short summary and references for further reading (cf. Section 4.7).
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4 Application: Image Denoising

4.1 Assumptions and Notation

Throughout this chapter we assume, that N > 2 and that Q@ C RY is an open, simply
connected and bounded subset. We moreover shall take for granted that the boundary 0f2
can (locally) be represented as the graph of a Lipschitz map and we denote by v : 9Q — SN—1
the unit outer normal on 9Q2. We assume that 1 < p < oo and that p* is such that 1/p+ 1/
p*=1.

Synchronizing with the first part of the thesis (cf. Sections 2.1 and 3.1) we set

1. The spaces X =Y = LP(Q), equipped with the topology 7x = 7y = Tﬁ’p(g).

2. The weight function ¢(s) = sP~!. According to Example A.1.3, one has that 1), (s) = %37’
and for each u € LP(Q)

Jo(u) = |ufP~" sign(u) € L (Q).

3. The linear Operator K = Id : LP(Q2) — LP(Q2).

4. The convex functional J, : L?(Q2) — R defined by

T = {|Duy (Q)  if u e BV(Q) NLP(Q)

+00 else.

If the situation is clear, we shall simply write J instead of J,.

We recall that the space BV(Q) consists of all functions u € L!(€2) whose distributional
derivative is a vector-valued Radon measure Du on 2 with finite total variation |Du|. For
u € BV(2) N LP(£2) we have the following characterization (cf. e.g. [55, Chap. 5.1 Thm. 1])

|[Du| () = sup /uvda:, (4.2)
veEKP*(Q) /Q
where KP*(Q) is defined as
P
KP(Q) = {div (2) = z€ DV, ||zllpe(qam < 1} . (4.3)

We recall a well known fact (see e.g. [1, Thm.2.3])
Lemma 4.1.1. The functional J is sequentially weakly lower semicontinuous on L”((2).

Proof. Assume that {u,},.y C LP(Q) is such that u, — u for some u € LP(2). For v €
KP*(Q) we find

/ wvdz = lim inf/ upvdzr < liminf J(uy,).
Q Q

n—oo n—oo

Taking the supremum over all such functions v proves the desired estimate. O
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4.2 Pairings between Measures and Bounded Functions

Lemma 4.1.1 together with Remark 2.1.2 (1) shows that assumptions (R1) - (R3) are
satisfied. Moreover, the spaces LP(2) are reflexive, which shows (R7) and thus (cf. Remark
3.1.5) for each f € LP(Q) and a > 0 the sets

Ale) = {u e LP(Q) : ;Hf —ul|P +aJ(u) < c}

are sequentially weakly precompact. That is, (R5) holds. Finally, we note that ) £ D(9.J) C
D(J). Indeed, since J is nonnegative and 0 = J(0) = inf {J(u) : u € LP(Q)} we have that

0 € 9J(0).

Therefore, there exists ug € LP(Q2) N BV(Q) and vy € LP (Q) such that vy € 9.J(ug). In
particular, ug is attainable (K = Id). In other words, (R4) and (R6) are fulfilled. In order to
safely apply the general results in the first part of the thesis, it remains to verify the closedness
requirement (R8). This, however, requires some deeper analysis and will be proven in Section
4.4.

Throughout this chapter we make use of the spaces in the subsequent list

X)), = {z¢€ L>®(Q,RY) : div(z) is a bounded measure on Q}
X(Q), = {zeL®(QRY) : div(z) e LP(Q)} C X(Q),

BV(Q). = BV(Q)NL>®(Q)NC(N)

BV(Q), := BV(Q)NLP(Q)

L5(Q) = {ueLp(Q) : /Qudx:()}.

We additionally remark that BV(Q2) = BV(Q), for 1 < p < &5 (cf. e.g. [55, Chap. 5.6
Thm. 1]).

4.2 Pairings between Measures and Bounded Functions

In this section we are going to provide a brief overview over the work of Anzellotti as presented
in [12]. Therein the author establishes a pairing concept between bounded, vector-valued
functions z € L°(Q, RY) with div (2) € LP(2) and the vector measure Du (u € BV(f2)), that

generalizes the inner product
/ z-Vudx
Q

for functions u € W1(Q) as well as the corresponding Green’s formula. We start with the
following definition:

Let u € WHH(Q) NBV(Q), and 2 € X(Q),. Then the following pairing between u and z is
well defined

(2 ) = /Q udiv () dz + /Q + - Vuda. (4.4)

It is important to note, that the rightmost expression in (4.4) would not be properly defined
if merely u € BV(Q).. However Anzellotti has shown the
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Theorem 4.2.1. There ezists a bilinear extension (-,-)aq : X (), X BV. — R such that

(z,u)gq = / uz -vdHN "t for all z € CH(Q,RY), (4.5a)
oN
(Grdonl < elympan) [_lu@)] ™. (1.5b)
Proof. [12, Thm. 1.1] O

For a given z € X(0), we define the mapping F, : L'(092) — R by
Fu(w) = (2, w)pg (4.6)
where w € BV(§2), is such that wjgq = u. Then it follows from (4.5b) that
[E= ()] < [12]lLoe @) [llL1 o0 -

Thus F is linear and bounded and due to Riesz’ representation theorem one can find a unique
T(z) € L*™°(092) such that

F,(u) = / T(z)u dHN L. (4.7)
o0N
We summarize this observation in the following (cf. [12, Thm.1.2])

Corollary 4.2.2. There exists a linear trace operator 7" : X (§2), — L*(0€) such that

1T (2) I a0y < Nzl (@ ry s (4.8a)
(z,u)gn = / T(z)u dHN™1 for all u € BV(Q)., (4.8b)
o0
T(2)(x) = z(x) -v(z) for all z € N and z € C1(Q,RY). (4.8¢)

Remark 4.2.3. Since (2 is assumed to be bounded we find for 1 < p; < ps < oo the ordering
X(Q)m - X(Q)pl - X(Q)#

Consequently for each p > 1 there exists a trace operator T), : X (), — L*(0) satisfying
(4.8a) — (4.8¢), simply given by T, = T|x(q), (where T is defined as in Corollary 4.2.2). If
there is no chance for confusion, we write again 7" instead of T,

Theorem 4.2.4. For all z € X(Q), and u € WHH(Q) N LP" () we have that

/udiv (2) dx—i—/ (Vu, z) do = T(z)udH™ 1. (4.9)
Q Q o0

Proof. (cf. [12, Prop. 1.3]) From (4.4) and (4.8b) it is evident that (4.9) holds for all u €
C>*(Q) c WHHQ)NBV(Q).. By a standard mollifier argument (cf. [55, Chap. 4.2. Thm. 1])
we can choose a sequence {up},oy C C®(Q,RY) such that

Uy — uin WHHQ)  and  w, — u in LP" ().
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4.2 Pairings between Measures and Bounded Functions

From the strong convergence in W1() it follows from the trace theorem for Sobolev func-
tions [55, Chap. 4.3 Thm. 1] that u, — u in L*(99) and we conclude

/Q udiv (z) dz + /Q (Vu,z) dz = lim < /Q undiv (2) dz + /Q (Vity, 2) dx)

= lim (/ T(z)undHN1> —/ T(z)udHN 1.
n—0oo oN [2}9]
O

With these preparations we are now in the position to establish the announced pairing. In
order to do so let us assume that

uweBV(U), and ze€ X(U)p. (4.10)

for all U CC  and define (cf. [12, Def. 1.4]) the linear functional (z, Du) : C}(Q2) — R by

(Do) = - [

Q

updiv (z) do — / uz - Vodu.

Q

Then, for u € BV(Q)NC>®(2), U cC Q and ¢ € C1(U) one finds by applying Theorem 4.2.4

(z,Du)(¢) = /Uuqbdiv (z) dx + /Uuz -Vodx
= —/ z - V(ug)dz + / T(z)updHN ! + / uz - Vodx (4.11)
U ouU U
= [ Vu-z¢pde
U
and therefore
(2 D)) < 19l 1 12l ey Dl (U): (1.12)

For an arbitrary w satisfying (4.10) we can find (see for instance [55, Chap. 5.2 Thm. 2]) a
sequence {un },.ny C BV(2) N C>(Q2) such that

lim u, =uin L'(Q) and  lim [Du,|(Q) = |Du|(Q).

n—~o0 n—oo

This together with the definition of (z,Du) and (4.12) shows that

(2, Du)(9)| = lim |(z, Duy)(¢)| < W {00 ) |12l rmv) [Punl (U)
< 18llLe @y 12l Lo (o vy Pul (U).

Finally, we remark that C1(2) € C.(2) is dense w.r.t. |||l;~, as a consequence of which we
can uniquely extend (z, Du) to C.(£2) by the Hahn-Banach Theorem (cf. e.g. [94, Thm. 1.9.1]).

Summarizing we note that for every compact K C () there exists a constant ¢ > 0 such
that for ¢ € C.(Q2), supp(¢) C K the following estimate holds

(2, Du)(d)| < c|[@llpo (k) -

Hence Riesz’ representation Theorem [55, Chap. 1.8 Thm. 1] is applicable and proves (cf. [12,
Thm. 1.5])
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4 Application: Image Denoising

Theorem 4.2.5. If u and z satisfy (4.10), then the functional (z, Du) is a Radon measure
on ).

Let |(z,Du)| denote the total variation measure of (z, Du), that is, for every open U C 2
define

|(z,Du)| (U) = sup{(z,Du)(¢) : ¢ € Cc(Q), ||¢]l~ <1, supp(¢) C U}.

Then from (4.10) and the Radon-Nikodym Theorem (see e.g. [55, Chap. 1.6 Thm. 1]) it
follows that

Corollary 4.2.6. Let u and z satisfy (4.10). The measures (z, Du) and |(z,Du)| are abso-
lutely continuous w.r.t. the measure |Du| and

/B (2, Du)

for all Borel sets B and open sets U such that B C U C Q. Moreover, there exists a |Du| —
measurable function 6(z, Du,-) : 2 — R such that

< /B (5, Dw)| < 2]l g, IDul (B)

/ (z,Du) = / 0(z,Du,z)d |Dul (), for all Borel sets B C Q
B B
and [|6(z, Du, )|l ipuj) < ll2llLe@ry -

In addition to the above results on the measure (z,Du) the following two proposition
(among others) were proven in [12]. The first one deals with invariance under compositions
with nonincreasing functions, whereas the second provides a generalization of the Green’s
formula in Theorem 4.2.4.

Proposition 4.2.7. Assume that v and z are as in (4.10) and let 6 be the Radon-Nikodym
derivative of (z, Du) w.r.t. |Du| (cf. Corollary 4.2.6). If f : R — R is continuously differen-
tiable and increasing, one has

0(z, Du,-) = 0(z, D(f ou),-), |Du|-a.e in Q.
Proof. [12, Prop. 2.8] O

Remark 4.2.8. Note that due to the fact, that f~! : ran(f) — R is again smooth and
increasing, the above equality also holds |D(f o u)|-a.e in Q.

Proposition 4.2.9. Let u and z be as in (4.10). Then one has
/udiv (2) da:—l—/(z,Du) :/ Ty(2)udH™ 1. (4.13)
Q Q oN

Proof. [12, Prop. 1.9] O
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4.3 The g-Norm

With the analysis conducted in the previous chapter, we will now introduce a model for
oscillating patterns in images where we follow the idea of Meyer in [95]. Oscillating patterns
are measured by means of the g-norm. The concept of oscillating patterns will enable us (cf.
Section 4.4) to formulate a convenient representation of the subgradient of the (extended)
BV-seminorm J (as defined in (4.1)).

According to Meyer, an oscillating pattern (on R?) is a distribution v that admits the
representation

0 0
V= 8—“21(961, xg) + 8733222(1.1,%2) (4.14)

where 21, 29 € L>°(R?) and is measured by the g-norm

inf{\/uzlnio + |22l : 21,20 € L°(R?) satisty (4.14) }

It turns out that the g-norm is less sensitive to oscillations than e.g. the LP-norm. Moreover,
it is a convenient tool to characterize the subdifferential of the total variation seminorm.

We generalize the definition of the g-norm to bounded domains. We follow the ideas of
Aubert & Aujol in [13].

Definition 4.3.1. Let T' =T, : X(2), — L*°(99) be the trace operator in Corollary 4.2.2.

1. We call v € LP(Q2) an oscillating pattern on Q if there exists z € X (), such that
T,(2) =0 and v = div (z). We define the set of all oscillating patterns as

LR(Q) := div (ker(Tp)) = {div (2) : 2z € X(Q)p, Tp(v) = 0}.
2. Let v € L(Q) be an oscillating pattern. The value

loll. = _jnf {lleomm, = div(z) =v}. (4.15)

is called g-norm of v.

Theorem 4.3.2. The function ||-||, renders LZ(Q) a normed space and for every v € LZ(Q)
there exists z € ker(T},) such that

div(z)=v  and |2l gqzny = o], -

Proof. (cf. [13, Lem. 3.2]) Let {zn},,cy C ker(7},) be such that div (2,,) = v and || 2|1 00 (q ) —
lv]|, as m — oco. Obviously

sup || zn |00 vy < 00,
neN

as a consequence of which we can choose a selection n — p(n) such that z —* z for a

z € L®°(Q,RY). Theorem 4.2.4 gives for all ¢ € C(Q).

pvdr = lim — [ V¢ z,,ydz =~ [ Vo -zdz = [ ¢div(z) dx
Q n—oo Q g Q Q

p(n)
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4 Application: Image Denoising

where the last equation holds in the sense of distributions, but since v € L”(Q) this already
shows that z € X (Q2),,.

It remains to verify that z € ker(7,). To this end we again apply Green’s Formula (Thm.
4.2.4) with a testfunction ¢ € W1 (Q) NP (Q) which gives

_ N-1
0—/89Tp(z)¢>dH .

For w € BV(Q), it follows from [12, Lem. 5.2] that there exists {¢,},cy € WHH(Q) N L7 (Q)
such that ¢, — w w.r.t. the L -topology and w(z) = ¢,(z) H" '-a.e. on 9. This shows
that

/ Tp(2)wdHN ™! = lim Tp(2)pndHN "L = 0.
[2)9]

Thus the functional F, : L'(09) — R as defined in (4.6) is identically zero and since T(z) €
L>(09Q) is the unique element satisfying (cf. (4.7))

0=F.(¢) = /8 ., Ty(2)pdHN

it follows that T,(z) = 0 for HN~! ae. € 9Q. Now we conclude from the weak* lower
semicontinuity of ||-[| ¢ rvy and the definition of |[v[|, that

ol < 12l ooy < It (12500 | oy = lo1,

The norm properties of |||, follow directly from the linearity of div(-) and the norm
properties of || ryy- O

Remark 4.3.3. From Green’s formula it follows that £7(Q) C LE(Q): let v € L{(2) and
choose z € ker(T},) such that div (z) = v. Then Theorem 4.2.4 shows

/dem:/gdiv(z) dx:/ﬂldiv(z) dx:/QV(1)-zd:c+/mTp(z)dHN—1=o

In general the space L'ZZ}(Q) is strictly contained in L%(Q). If p > N, however, one has
LZ() = L£L(Q). In order to see this, note that
Ay = v inQ, (4.16)

v-V¢ = 0 ondQd (4.17)
attains a solution in W?P(Q) and thus z := Vu € WHP(Q,RN). If p > N, it follows from
[125, Thm. 2.4.4] that the embedding

WP (Q,RY) «— L°(Q,RY).

is continuous. This and (4.16) thus imply that z € ker(7},) and div (2) = v. In other words
L3() = LK(Q) if p > N.

In [25] Bourgain and Brézis showed the remarkable result, that for every v € Lg] (Q) there
exists a z € C(Q,RN) N Wé’N(Q,RN) C L>®(Q,RN) such that div (2) = v (cf. [25, Thm.3)).
This implies that even

LY () = LY ().
This includes the case N = 2 and is therefore relevant for image processing tasks. In the

context of image processing, Bourgain’s and Brézis’ result was first brought to attention by
Aubert and Aujol in [13].
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With the assertions in Theorem 4.3.2 we can easily prove the LP-closedness of unit ball in
LY(Q) wrt. |-l
BY:={ve L2(Q) = v, < 1}. (4.18)

Corollary 4.3.4. The ball BY is sequentially weakly closed in L?((2).

Proof. (cf. [13, Lem. 2.2]) Let {vn}, ey C £4(R2) and v € LE(€2) such that
w-lim v, = v.
n—oo
From Theorem 4.3.2 it follows that there exists a sequence {2y}, oy € ker(7}) such that

div(z,) = vp  and 1 > [lonll, = [2nllpee o rmy -

Hence we can choose n — p(n) such that {ZP(")}n N weakly™ converges to an element z €
L°°(Q,RY) and in exactly the same way as in the proof of Theorem 4.3.2 one shows

seker(Ty), div(z)=ov and ol = 2]~ @y
The assertion finally follows from the fact that

HUH* = ||Z||L°°(Q,RN) S lmgf Hzl)(”)HL‘X’(Q,RN) S 1

O
Corollary 4.3.5. The mapping
Gp: LP(Q) — R
: {||v||* if v e £2(Q) (4.19)
400 else

is sequentially weakly lower semicontinuous w.r.t. the L”(2) topology. If there is no chance
for confusion, we will write GG instead of G,,.

In general, it is not possible to compare the topology on £ () induced by |-, to the
induced strong or weak topology. This is indicated by the following

Example 4.3.6. Let Q = [0, 7] x [0, 7] and p = 2. Define for n > 1 an element v, € L3(9)
by v, = div (z,), where

zn(z,y) = % (Sin((Qn)2m),sin((2n)2y))T

Then clearly
1
lonll < Nonllm @) = 5-

and thus ||v,||, — 0. However we have for n > 0
lvnllfz = 2n,

that is, {vn},cy is unbounded in L?(€2).
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Example 4.3.6 is in the spirit of what has been said in the beginning in the section: The
g-norm is less sensitive to oscillations than the [”-norm. Restricted to LP-bounded sets,
however, the g-norm shows quite standard behavior

Theorem 4.3.7. Let {vy}, oy C LZ(Q) and v € LL(Q) such that

lim |lv, —v|, =0 and sup vyl < oo.
n—00 neN

Then vy, — v in LP(Q).
Proof. Since {vy}, <y is bounded in LP(€2) we can find a selection n +— p(n) such that

p(n) — 0, in Lp(Q) (4.20)

for some & € 1 (Q2). Moreover let v € L{(Q) such that v, — v w.r.t. |-[|,. Then it follows
from Theorem 4.3.2 that there exists a sequence {Zp(n)}nEN C L*(Q,RY) such that
Tp(2p(my) =0, div (2pm) = Vo) =¥ and || Zp(m)[| ey = [[Vpm) = 2,

for all n € N. This together with Theorem 4.2.4 shows that [, u(v,))—v) dz = — [, Vuz,, dz
for all u € WH1(Q) N LP*(Q) and therefore

nh—>nolo UVy(n) dT = / uv dz
Q Q

since HZP

(n)HLOO(Q RV) = va(n) —vH* — 0. This together with (4.20) shows 0 = v. Con-
sequently, every subsequence of {v,}, . has a weakly convergent subsequence with limit v.
This finally implies v,, — v. O

For the remainder of this section we shed some light on an important duality relation
between the total variation seminorm |D-| (2) and the g-norm ||-||, making use of the results
in Section 4.2.

Corollary 4.3.8. Let 1 < p < oo and p* its conjugate exponent. For all u € BV(Q),+ and
v € L3(Q) there exists a [Du|-measurable function ¥(v, Du,-) : @ — R such that

[wwvde = [ 0. Du)diDuland 90 Du sz oy < ol

/ uv dx
Q

Moreover, if f: R — R is continuously differentiable and increasing, one has

In particular one has

< [Du| (@) [Jv]]., - (4.21)

Y(v,Du,-) = H(v,D(f ou),-), |Dul-a.e and |D(f owu)|-a.ein €.

Proof. Since v € L(Q) it follows from Theorem 4.3.2 that there exists an element z € ker (7))
such that div(z) = v and [[z[| =g~y = [|v]l,. Then combination of Corollary 4.2.6 and
Proposition 4.2.9 shows that there exists a |[Du|-measurable function §(z,Du,-) :  — R such
that

/qud:c:/gudiv(z) dx:/ﬂe(z,Du,x)d|Du](x).
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and
16(z, Du, ')||L°°(Q,R,|Du|) < HZHLOO(Q,RN) = [lvll,.-
The assertion follows with ¥(v,Du,-) = 6(z,Du, ) and Proposition 4.2.7. O

In particular Corollary 4.3.8 shows that for all u € BV(Q),+ such that J,-(u) € LL(Q) we
have that

lullf = /Quﬁp* (u) dz < [Dul (Q) [|Tp-(w)]], -
This gives rise to the following definition

Definition 4.3.9. A function u € BV(Q),, is called calibrable if J,(u) € EIZ; (Q) and
lullfy = Dul () [I3p(u)]l, -

Remark 4.3.10. From Definition 4.3.9 and Corollary 4.3.8 it becomes clear, that in order
to check whether or not a given function u € LP(Q) is calibrable or not, it suffices to find a
vector field 2z € L°(Q,RY), such that div (2) = J,(u) and

Dul () |2l e vy < lullfs-

4.4 Subdifferentiability and Duality

With the results in Sections 4.2 and 4.3 we have all the tools at hand necessary for a pro-
found analysis of the subdifferential 0J (recall that J = J, denotes the extension of the
BV-seminorm on LP(€2) as in (4.1)) and its duality relations with G = G+ (as defined in

(4.19)). Before we start recall the definition of the unit ball in Ef;(Q) w.r.t. |||, in (4.18),
that is
B = {v e LY (@) : |vll, < 1}.

Lemma 4.4.1. For u € BV(Q), one has
J(u) = sup / uv dz.
veBl" /0
Proof. Let u € BV(Q),, and recall from (4.2) that

J(u) = [Du| (2) = sup / uv dx
veEKP" (Q) /Q

*

where K7 () is defined as in (4.3). Obviously we have that K?" () C BY" . Indeed, assume
that v € KP (£2). Then one can choose a sequence {2, }, .y C D(€2)V such that

sup || 2p [l (ryy €1 and  lim div(zp) — v.
neN

n—oo

Since vy, = div (z,) € Bf* for all n € N it follows from Corollary 4.3.4 v € Bf*. Moreover, it
follows from Corollary 4.3.8 that for all v € BY

/ wodzr < J(u) [|v], < J(u).
Q
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Summarizing, we find

J(u) = sup /uvdxﬁ sup /uvdxﬁj(u).
vEKP"(Q) JQ veB?" /Q

O

With this preparation, we can give a convenient representation of both, the subgradient
and the Legendre — Fenchel conjugate of the (extended) total variation seminorm J by means
of the unit ball BY .

Theorem 4.4.2. Let u € BV(Q), and v € IF (Q).
1. The Legendre — Fenchel conjugate J* : IP" (Q) — R of J is given by
T(0) = X (0):
2. One has v € dJ(u) if and only if

veBY  and / wo dr = J(u).
Q

Proof. (1). Observe that for u € BV(Q2), it follows from Lemma A.1.22 that

(XBE*)*(“): sup /qudx—J(u).

vEBf*

Since B is convex and (sequentially weakly) closed in L (€2) (cf. Corollary 4.3.4) it follows
that x g+ is convex and (sequentially weakly) lower semicontinous. Thus we find from the

Fenchel — Moreau Theorem (cf. [81, Chap. 3.3.3 Thm. 1]).

kk %

(2). Note that according to Lemma A.2.12 v € 9J(u) is equivalent to

T(u) + J*(v) = / o da.

Q

If u € D(8.J) one immediately finds J*(v) < 0o and thus v € BY . The assertion thus follows
from (1). O

Corollary 4.3.8 and the properties of the density function J(v,Du,-) (cf. Remark 4.2.7)
provide the basic tools to prove the weak-weak closedness of the subgradient of J.

Theorem 4.4.3. The IP-subgradient 0J C IP(Q) x L (Q) is closed in the product topology
of the weak topologies on LP(Q) and LP" ().
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Proof. Let {un},cy C LP(Q) and {vp},cy C LP (Q) as well as u € LP(Q) and v € L (Q)
such that
Up = u, v, =v and v, € 0J(uy).

Since {un}, ey and {v,}, oy are weakly convergent, it follows that they are bounded. Thus
Theorem 4.4.2 gives

sup J (u,) = sup/ UnVn A2 < un||pp [|on |+ < oo
neN neNJQ

In other words, the sequence {u,},cy is bounded in BV(Q) and we therefore find from the
compact embedding BV(€2) < L() that every subsequence of {u,}, .y has a strongly L'-
convergent subsequence with limit L!(£2). Since weak convergence in LP(Q) implies weak
convergence in L'(Q) and due to the fact that weak and strong limits coincide we conclude
that all theses limits are equal to u. Therefore

lim u, =u, strongly in L(Q)

n—oo
and lower semicontinuity proves that J(u) < oco.

Let v > 0. We introduce the truncation operator

vy ifr>a,
Sy(r):=q—y ifr<—v, (4.22)
r else.

and set S5 = (S * 1)-) where 7. for € > 0 denotes a standard mollifier!. Note that S5:R—R
is continuously differentiable, increasing and Lipschitz continuous with Lipschitz constant
L = 1. Corollary 4.3.8 implies that for every n > 0 there exists a |Du,| - measurable function
Un(vp, Dy, -) : Q@ — R such that 9, (vy,, Dup, ) <1 [Duy| - a.e. x € Q,

/vnundx:/19k(vn,Dun,x)d|Dun|(a:) (4.23)
Q Q

and
U (Un, D(S5 0 un), ®) = Un(vn, Dun, ),  [Duy| — ae. (4.24)

Note that (4.24) also holds for [DS5 o uy| - almost every z € 2. From Theorem 4.4.2 and
(4.23) it follows that

|Dun|(Q):/unvndxz/ﬁn(vn,Dun,a})d|Dun](x).
Q Q

Since Uy, Uy, Duy, -) < 1, |Duy,|-almost surely, the above equation implies that 9y, (v, Duy,, ) =
1 for |Duy| - almost every = € Q and consequently from (4.24) it follows that

/Qvn (85 0up) do = /Qﬁn(vn,D(Sf/ 0 up), ) d[DSS (un)|(x) = J (S5 0 up) - (4.25)

et € > 0 and n € C°(R) such that n > 0 and

/00 n(r)dr = 1.

—1

Then a standard mollifier is defined as 7.(s) := e 'n(se™*) for s € R.
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Since ||up — ul| 1 — 0 it follows from the Lipschitz continuity of S that ||.S5 o u, — S5 o UHLl —
0 as n — oo, and Lemma A.1.22 implies for every € > 0

lim AV ({zeq : ‘(Sfyoun)(x) - (Sfyou)(x)‘ >&}) =0.

n—0o00 -

Moreover, S7(ux) is uniformly bounded in L>(Q2) (by ) and therefore we can apply Lemma
A.1.22 and observe

Jim |55 0w, — 850, =0

The strong - weak continuity of the pairing on L”(Q) x LP*(Q2) and (4.25) then show

lim J (Sfy ou,) = lim S 0 upvp dz = / S (wpvde < J (Sﬁ(u)) ,
Q

n—oo n—oo [e)

where the last inequality follows from the fact that v € B and Corollary 4.3.8. Together
with the weak lower semicontinuity of .J this implies that J (S5 (u)) = [, S5(u)v dz and thus
v € 0J(S5 ou) according to Theorem 4.4.2.

Moreover S5 — S, uniformly on R as ¢ — 0: The mollifier function n is compactly

supported in (—1,1) and f_ll n(o)do = 1. Therefore one finds for all s € R

15,(s) - 55(s)] =

5,6)-2 [ 8= e o)do

[ 5.9, conneras
<1 /_ 15, (s) = S, (5 — )| do

€

1 3
/ lo| do = e.
€ —&

IN

We choose () =y~ ! and get

SE) (u) —u P

27p
v LP

<|

c p
S50 ) = 8, (w) |

18, ) — s

<AV (Q)y7P —|—/ lul? dz.
{s€Q : |u(s)|>~}

Hence 5’3(7) (u) — u strongly in LP(2) as v — 01, and therefore v € .J(u) due to the strong
closedness of 0.J. O

Remark 4.4.4. From Theorem 4.4.3 it follows that requirement (R8) is satisfied: (R8a)
follows directly and (R8b) from the fact that K* = Id and

veIJ(u) & uedJ (v)
according to Lemma A.2.12. Together with the argumentation in Section 4.1 this shows that

Assumption 2.1.1 and Assumption 3.1.4 are satisfied and all general results deduced in the
first part of the thesis are applicable.
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4.5 Inverse Total Variation Flow

In this section we finally return to the augmented Lagrangian Algorithm 2.2.9 and the
evolution equation (3.4) rewritten in the current framework (cf. Section 4.1). To this
end, recall the definition of J = J, in (4.1) and assume that vy € 9J(up) for an element
up € D(0J) C BV(Q),. In order to keep the presentation as transparent as possible, we will
henceforth assume that vy = 0.
Further, let o = {a },,cn C (0,00) be a sequence of positive parameters such that
1
lim ¢,(a) = lim Z — = 00.

n—oo n—00 £ aj
Jj=1

The augmented Lagrangian algorithm reads as

Algorithm 4.5.1 (Augmented Lagrangian method for denoising). Let f € LP(Q2). For n =
1,2,... compute

Ro(f) i=u, = argminl/ lu— f|P dz + ap, <J(u)—/vn_1udw>, (4.26a)
Q Q

uelP(Q) P
Ry(f) =vn = vp_1— Oéi lun — fIP sign(un, — f) € 0T (uy). (4.26b)

n

Proposition 2.2.15 in Section 2.2 provides a dual characterization of {R} (f)},cn. We
therefore remark that the functional F*(-; f) in (2.13) in the current setting reads as

— [qufdzr  ifveBY

+00 else.

F*(v; f) = {
Moreover, it is of interest that for f € BV(Q2),

w*(f):= inf F*(v;f)= inf —/vadx:— sup /vada::—J(f).

vel?" (Q) veBl" veBE”

Thus we have that J(f) 4+ p*(f) = 0 for all f € BV(2), and consequently the infimum of
F*(-; f) is attained if and only if f € D(9.J) according to Proposition 2.2.19. This is of course
in accordance with Theorem 4.4.2. With this we can rewrite the proximal point method w.r.t.

F*(;;y) to

Algorithm 4.5.2. Let f € LP(Q2). For n = 1,2,... compute

P 1 *
vy, = argmin —— v —vp—1|P dz— | foda.
vEBf* b Q Q

Following Proposition 2.2.15 we find that {R},(f)},cy is characterized by the proximal
point method in Algorithm 4.5.2.

Recall that for the weight function ¢(s) = sP~1 one has that 1,(s) = %sp. Hence, Theorem
2.3.4 provides the following asymptotic estimate
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Proposition 4.5.3. Let u € BV(Q), and f € LP(Q). For alln € N one has

1 _ P J(w) 1 _
LR = g e D g (127)
and in particular
lim R,(f)=f. (4.28)

n—oo

Proof. Estimate (4.27) follows from Theorem 2.3.4 with K = Id and v4(s) = %sp . Moreover,
since BV(2),, is a LP-dense subset of LP(2), we can find for a given f and ¢ > 0 an element
ue € BV(Q), such that || f —u.[/;» <e. Thus (4.27) implies

limsup/ IRn(f) = fIF do < eP.
Q

n—oo

Since € > 0 is arbitrary small the assertion follows. O

Remark 4.5.4. Let p = 2 and u € BV(2)2. Moreover assume that for {u,}, .y C L*(€) one
has that d,, := ||u — up|li2 — 0 as n — co and let T': (0,00) x L?(©2) — N be such that

lim 5721tp(57“un)(a) =0 and  lim g, 4, (@) = oo.
Then it follows from (4.27) and Theorem 2.4.4 that

lim HRF(cSn,un)(“n) — uHL2 =0 and nh_}n;o J(Rr (s, un) (Un)) = J(u).

n—oo

We will now prove a strong maximum principle for Algorithm 2.2.9. In short, this means
that for bounded data f € L°°(Q2) the iterates are supposed to lie within the same bounds as
f. Before we do so we prove the following

Lemma 4.5.5. Let v > 0 and u € BV(Q). Let S : R — [0,7] (resp. S5 : R — [-7,0])
continuously differentiable and increasing (resp. decreasing). Moreover, assume that

d5’$(5)

: o) — . +0e) —
lim S (s)=0, lim S7(s)=+y and I

s—F o0 s—+oo !

1. (4.29)

Then
‘D(S7jE o u)‘ (A) < |Dul (A)

for all Borel sets A C .

Proof. We prove the lemma for S;r , for the arguments for second case being completely
identical. Let V' C Q be open. According to [55, Chap.5.2. Thm.2] there exists a sequence
{tn},eny € BV(Q2) NC*(Q), such that

lim |lu, —ulljr =0 and  lim |Du,|(V) = |Du| (V).
n—00 n—0o0
From (4.29) it is evident that the mapping S¥ : R — R is Lipschitz continuous (with a

Lipschitz constant L < 1) and thus we conclude that HS;r oup, — St o “HLl — 0 as n — 00.
Moreover, we find from the chain rule that for all z € Q2

dst
V(55 0 un)(@)] = |2 (un() ¥ (un(2))| < V()
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and thus
ID(SH 0 uy)| (V) = /V V(S 0 un)(2)| de < /V V()| dz = [Duy| (V).
From L!-lower semicontinuity of |D-| (V) we finally obtain
}D(Sj ou)| (V) < ligriioréf |D(Sj oup)| (V) < linrriiogf |Duy,| (V) = |Du| (V)
and the assertion is shown. O
Theorem 4.5.6. Let f € L>°(Q). Then for alln € N and a.e. xg € Q one has

ess int £ (@) < [Ra(f)] () < ess sup ().

€N

Proof. Let f € L*>(Q2) and note the abbreviations
up = Rn(f) and v, =R, (f).

From Corollary 4.3.8 we conclude that for all n € N there exists a |Du,,|-measurable function
U (Up—1,Dup,-) : @ — R such that [J(v,—1, Duy,x)| <1 for |Duyl-a.e. z € Q and

/’Un_1undx:/ﬁ(vn—laDum‘T)d|Dun|(‘r)‘
QO Q

Let € > 0, 7 := ess sup,cq f(z) and define S7° = St % e, where S denotes the upper

truncation operator
if s >
SF(s) = {’Y =7

s else.

and 7. denotes a standard mollifier. Therefore, the function S;r ° satisfies the requirements
in Lemma 4.5.5. This and the estimate

1 —|9(vp—1,Dup,x)| >0 for |Duy,|-a.e. z €
result in
) — / On 1t dir = / (1= 9(vn_1, Dttn_1,2)) d [Dun| (2)
Q Q
> /(1 — 9(vp-1,Dup_1,2)) d |D(SF o uy)| (z). (4.30)
Q

Now observe that according to Corollary 4.3.8
19(1)”_1, Dun—17 x) = ﬁ(’l)n_l, D(S'\J/“E % un—1)7 .’L’)

|Duy,|-a.e. and ’D(S;“6 0 Up)

-a.e. in Q. This and (4.30) hence imply
J(up) — /Qvn_lun dz > /Q(l — V(vn—1,D(S5T 0 up_1),z))d }D(SAT’8 o up)| (z)
= J(Sj"E O Up) — /Slﬂ(vn_l,D(S;“E o Up_1),x))d ‘D(S§’+ o un)‘ (z)

= J(S;“E o Up) — / vn,l(S’;“6 o uy) dx.
Q
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4 Application: Image Denoising

Now define 4, := S,JYr o up. Then as in the proof of Theorem 4.4.3 we conclude from the fact
that S° — SF uniformly as ¢ — 0% that

lim/‘Sj’sounun’p dz = 0.
Q

e—0t+

Lower semicontinuity thus gives

J(ty) — /Qvn_lun dz < liminf <J(S¢’€(un)) - /Qvn_l(S;“E o Up) dx>

e—0t
< J(up) — / Vp—1Up, .
Q

Moreover it is easy to see that

1 1
/|un_f|pdx§/‘un_f|pd$
PJa PJa

Combination of the previous two estimates with optimality in (4.26a) shows @, = u, and
therefore
ess sup up(z) < 7.
e
Clearly we can proceed analogously for v = ess infycq f(z) and the lower truncation operator
S, and thus nothing remains to be proven. O

We will now turn out attention to evolution equation (3.4) in the current setting. Let
f € LP(R2) be the given (noisy) data. From Theorem 4.4.2 it follows that (3.4) can equivalently
be written as

do(t) = |f —u(t)"" sign(f — u(t)), / u()o(t) dz = J(u(t)), (4.31a)
Q
v(0) =0, lo(t)]], < 1. (4.31Db)
Assume that {a, }, ¢y is a sequence of partitions of [0, 00) (cf. Definition 3.2.1), satisfying

lim |a,| = cc.

V—00
Moreover let {u,}, .y and {v,},cy be the corresponding sequences defined by Algorithm
4.5.1 w.r.t. to the data f, initial value vyo = 0 and the sequence of parameters «,. As in
Section 3.3 (see Table 3.1) we use the abbreviations

uy(t) = clay,u,)(t) and v, (t) =y, v,)(t).

for the piecewise constant and piecewise affine interpolants respectively (cf. Definition 3.2.2).
From the considerations in Section 4.1 and from Remark 4.4.4 it becomes evident that all
assumptions of Chapter 2 ((R1) - (R6)) as well as Chapter 3 ((R7) and (R8)) are satisfied.
Moreover, since the spaces LP(Q2) are uniformly convex for 1 < p < oo (see Clarkson
[43] for the pioneering work) they are in particular strictly convex and thus E-spaces (cf. [94,
Prop. 5.3.16]). Therefore the requirements of Corollary 3.3.6 and Theorem 3.3.10 are satisfied
and one gets
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4.5 Inverse Total Variation Flow

Proposition 4.5.7. There exist solutions (u,v) : [0,00) — LP(Q) x L (Q) for Equation
(4.31) such that
lim [[v,(t) —v(t)|p» =0 forall t>0

V—00

and v(0) = 0. Furthermore one has for all T > 0 that

lim u, =u, in LP((0,T)x Q) and lim v, =v in WP((0,T) x Q).

and u(t) € BV(Q), for allt > 0.

As in the discrete situation above we introduce for ¢t > 0
Re(f)=u(t) and Ri(f)=0(t)

where (u(t),v(t)) denote solutions of (4.31) as in Proposition 4.5.7 w.r.t. the data f. Then
Theorem 3.4.3 generalizes the asymptotic estimate in Proposition 4.5.3 by simply replacing
Rn(f) by Ri(f) and t,(cx)) by t. In particular, on has

lim Ry(f) = f. (4.32)
t—00
Moreover, from Theorem 4.5.6 we immediately find

Corollary 4.5.8. Let f € L>°(Q2). Then for all ¢ > 0 and a.e. = € Q one has

ess inf f(z) < [Ry(f)] () < ess sup f(z).

e e

From Proposition 4.5.7 it follows that for a given f € LP(Q) the mapping ¢t — R(f) is
measurable and locally p-summable; properties that are not sufficient in order to predict the
behavior of solutions for ¢ — 0*. The next theorem will shed some more light on this problem

Theorem 4.5.9. Let f € LP(Q2). Then,

tlirgoRt(f) =f and lim Ry(f) = c(f), (4.33)

t—0t

where both limits hold w.r.t the strong LP-topology. Here, c(f) € R is (the unique constant)
such that

et = 7 sanet) - 1) do =0,
Proof. For the sake of simplicity we write

u(t) =Re(f) and  o(t) =R;(f).

As augmented above (cf. (4.32)), the first limit in (4.33) already follows from Theorem 3.4.3

(with K =1d and ¢g(s) = 3s).
Therefore let {t,}, oy C (0,1) be such that ¢, — 0% as n — co. Then we have

sup J(u(tp)) <oo and  sup |[u(t,) — fll;r < o0,
neN neN
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4 Application: Image Denoising

as a result of which we conclude that there exists a selection n +— p(n) and an element
u* € BV(Q), such that u(t,,)) — u* weakly in LP(£2) and weakly* in BV(£2). Moreover, we
have that

v (tp(n) ) € a‘](u(tp(n) ))

and hence 0 = vy € dJ(u*), due to the strong-weak closedness of 0J (cf. Lemma A.2.2 (1))
and the fact that v(t,,)) — 0. Thus J(u*) = 0 and u* = ¢ for some ¢ € R. We shall prove
that ¢ = c(f).

For v > 0 let S,(r) be the truncation operator in (4.22). Since u(t,)) = u* in BV({2)

we particularly have that u(t,)) — u* in L1(©) and hence we conclude as in the proof of
Theorem 4.4.3 that

Jim (850 (ulty) = f) = Sy 0 (u' = f)  in LP(Q)
vllrgo Syo(u"—f)=u"—f inLP(Q).

Choose a sequence {7y(n)}, o such that y(n) — oo as n — oo and

lim (Sw(n) © (u(tp(n)) - f)) =u"—f

n—oo

According to [42, Prop. 4.8] we have that the duality mapping J, = |-["~*sign(-) is norm-

norm continuous. Additionally, from the definition of J, it is evident that for an arbitrary
w e LP(Q)
Ip(Syow) = Syp-10 Jp(w).
Combination of these observations together with (4.31) results in
Jimn (8-t 0 ' (tpy)) = 1 (St 0 Jp(f = ulty(w))
= Tim 3,(S, 0 (f — ulty)) = Jp(u” — f). (434)
For n € N we introduce the sets

QZ::{xEQ:v'(t())>’y pl} and Q. —{xGQ:v’(tp() pl} (4.35)

Since v(t) € ng (Q) for all ¢t > 0 it follows that v/(t
quently one finds with Holder’s inequality that

‘/ S n)P 1 dl’ ’/ ’Y(n ( )))dx—/ﬂv’(tp(n))d:c

/Q+ v(tpmy) =97 1d3:—/v(tp(n))+'yp_1dm

< /Q+ ’U(tp(n)) dx — / U(tp(n)) dx

< (AN + AN () || (¢

p(n)) € Lg*(Q) for all n € N and conse-

(4.36)

n))HLP* :

Since Hv' (t « is uniformly bounded in n € N and since y(n) — oo as n — oo it follows

(4.35) that

p(n)) HLP

lim AV (QE) =o.

n—oo
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4.6 Exact Solutions and Multiscale Properties

Thus we can apply the dominated convergence theorem and find from (4.34) and (4.36) that

/931’(“* - )= /ininéos (=1 (V' (o)) Ao = Jimn S5y (V' (Fpy)) d = 0
as desired.
From [4, Lem. 1.5.5] we learn that J, is a strict monotone operator, that is, for all ¢; <
0 < ¢ and all w € LP(§2) one has that

/ Jp(w+c1)de < / Jp(w)de < / Ip(w + ¢2) dz.

Q Q Q

Therefore ¢(f) is the only (constant) element satisfying [, Jp(c(f) — f) = 0, wherefore we
conclude with a standard sub-subsequence argument that w(t,) — c(f) weakly in LP(Q2) and
weakly* in BV(Q). Lower semicontinuity and monotonicity of the residual ||u(t) — f]| then
imply that

le(f) = FIl < liminf [Ju(t,) — fI| <Tlimsup [[u(t,) = fI| < [le(f) = fII,
which shows — by the Radon-Riesz property of LP(Q) — that ||u(t,) — c¢(f)||» — 0 and the
assertion is shown. O

Remark 4.5.10. In connection with image denoising the residual || f — u|| , where f denotes
the given noisy data and u some approximation, is often referred to as data fidelity term,
since it measures the quality of the reconstruction.

If {u(t)};»p C X® is a scale of images in an image space X (e.g. X = LP(Q)) generated
by a (noisy) image f, it is said, that the scale space has the fidelity property if the finest
scale (usually u(0)) contains all information of f, that is u(0) = f. This notion suggests to
call property (4.33) inverse fidelity and Equation (4.31) inverse total variation flow equation.
A solution R(f) of the inverse total variation equation is coherently called an inverse scale
space.

4.6 Exact Solutions and Multiscale Properties

In the following we discuss the multiscale properties of the inverse total variation equation.
From the interpretation of (3.4) as an inverse scale space method, we expect that large scales
are reconstructed for small times, while finer scales take a longer time to be included in the
reconstruction. We provide an example giving a experimental justification. Throughout the
whole section we make again the assumption that vy = 0. For a given function f € LP(Q2) we
will assume that ¢(f) = 0, where ¢(f) is as in Theorem 4.5.9. In other words, J,(f) € L’Z; ().

Theorem 4.6.1. Let f € LP(Q) such that 3,(f) € LL(Q). Then, for t||3,(f)ll, <1, a

solution pair of the inverse total variation flow equation (3.4) is given by
w(t) =0 and v(t)=1tJp(f). (4.37)

Proof. In the following let ¢ < =t ( - We verify that (u,v) defined by (4.37) is indeed a
solution pair of (3.4). Since v/(t) = J,(f) = Jp(f —u(t)) it follows that
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4 Application: Image Denoising

According to Theorem 4.3.2 there exists z € ker (T}, ) such that div (z) = J,(f) and

12lle v = [3p(l, -

Then, for all ¢ € C(£2) we have

J(6) — J(u(t)) - / o(t) (6 —u(®)dz = J(d) - /Q E3(f) ¢ da

Q

= / (|IVo|+t 2z Vo) da
Q

v

(1 -t 13,(A)],) /Q V| de > 0.

By standard continuity and density arguments we can now extend the inequality

7(@) = Iut) = [ olt) (6= u(t)) dr >0
to all ¢ € LP(Q) and hence, v(t) € 9J(0) = 9J(u(t)). Thus, (v,u) is a solution pair of
(3.4). O

Theorem 4.6.1 shows that the variable u does not change in an initial stage of the evolution
up to time
1

I3p (O

while the dual variable changes at linear rate in time. It is important to note that this result
only holds for data satisfying J,(f) € Eg* (). If, however, ||3,(f)|l, = oo, then Theorem
4.6.1 gives no assertion about the initial behavior of solutions and one has to be satisfied with
the asymptotic result in Theorem 4.5.9.

In order to illustrate the behavior for ¢ > t,, we consider calibrable functions (recall Defini-
tion 4.3.9). We continue with a characterization of the subgradient of J for this functionclass.

to(f) := (4.38)

Lemma 4.6.2. Let u € LP(Q2). Then

Jp(w)

= € 0J(u) < uis calibrable.
135 (w)ll,

Proof. =: From Theorem 4.4.2 we conclude that

IRV R,
| e =7

and hence

Jull = [ Sp(wuds = 7w [3, ).

Thus, u is calibrable.
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4.6 Exact Solutions and Multiscale Properties

<: For an arbitrary w € LP(§2) we have

J(u)—i—/Q IIf:(( ))II (w—u)dz = J(u) + </Q wdz—/ﬂsp(u)udx>

= 70+ g (] toyds =l )

:J(u)+H ()H /‘;p( Y de — J(u)

1 3 = J(w
< [FROIR 13p(u)ll, J(w) = J(w).

O]

The following theorem clarifies the importance of calibrable functions in connection with
(3.4): They are ezactly those functions which can be recovered in finite time.

Theorem 4.6.3. Let f € LP(Q) such that J,(f) € L’g(Q) and let t, > 0. Then the following
two statements are equivalent

1. The pair
u(t)=f and  o(t) = t. Jp(f)
is a solution of (3.4) fort > t,.

2. The function f is calibrable and t, = t.(f).

Proof ( ) = (2): If (u,v) solves (3.4) then v(t) € dJ(u(t)) for t > t, and therefore
Jou(t)v(t)dz = J(u(t)). From Corollary 4.3.8 we hence find that

I
ty

_ /Q () Fdz = IfIF. < T 130,

and thus 1 < ¢, ||3,(f)|l,. However from Theorem 4.4.2 it follows that ||t, J,(f)|l, < 1.
Consequently . ||J,(f)|l, =1, i-e. t. =t.(f) and f is calibrable.
(2) = (1): We have noticed in Lemma 4.6.2 that for calibrable functions the inclusion

o(t) = tu(f) Bl ) = ,?pff))” € 0.J(f) = DI (u(t))

holds. Moreover, J,, (v/'(t)) = 0 = f — u(t) is obviously satisfied. Hence (u,v) is a solution of
(3.4). O

Remark 4.6.4. Combining Theorems 4.6.1 and 4.6.3 shows that for calibrable initial data f
a solution pair (u,v) of (3.4) is given by

U;H{O fo<t<tlf) 4 U:H{tﬁp(ﬁ if 0<t<t(f),
[ else t.(f) 3p(f) else.

We illustrate this result by means of a simple example.

109



4 Application: Image Denoising

Example 4.6.5. Assume that p=N =2 and 0 < r < R. We set 2 = Bg(0) and define for
(z,y) €
R2 _ 2 2
UR,r(%Z/) = TXBT(O) - ﬁXBR(O)\BT(O)-

Moreover we introduce the vector field zg (7, y) = gr.(v/72 + y2)(z,y)T, where

R27,r2
T for0<s<r,
(=1 FF ==
9Rrr =19 ,2 2 ‘ cs<R
T — 53 r )
252 ~2pz  OTT <SS
02 ; ; ‘ ‘ 250
018}
016} 1 200
014}
012} 1 150 1
o1f
008} 1 100}
006}
004} ' 1 sof
002}
0 ; ; ; ; o ; ‘ ‘ ‘ 1 1 ‘ ‘ ;
0 0.2 0.4 06 038 1 0 o0l 02 03 04 05 06 07 08 09 1

Figure 4.1: Left: g-norm ||ui,||, for 0 < r < 1. Right: Reconstruction time t,(uy,) for
0<r<1.

We obviously have that div(zr,) = wugr, and moreover zp,(z,y) = (0,0), whenever
Vx? + y? = R, which implies, that ug, € E%(Q) Direct computation gives

(R? — r?)r2r
Durel () 2l ape) = gz = lurslze-

Thus, ug, is calibrable and one has

(R? —r?)r 2R2
HUR,T”* = 2R2 and t*(uR,r) = (R2 — 7‘2)7“‘
We note that the smaller the spatial features are (that is the smaller ||ug,||, is) the longer
it takes to recover the signal. By increasing the width r of the peak the reconstruction
time decreases as long as » < R/v/3. Beyond this point the negative part of uR,, that is,
{(z,y) € Q : |(z,y)| > r}, behaves like a peak and therefore again a larger reconstruction
time is required.

Figure 4.1 depicts the g-norm [|uy .||, (left image) and the reconstruction time ¢, (uy ) (right
image) for 0 < r < 1.
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4.6 Exact Solutions and Multiscale Properties

The results collected in Remark 4.6.4 lead to the suggestion that also for general (not
necessarily calibrable) images small features take longer to be reconstructed than large ones.
This is confirmed by the following (numerical) example.

Example 4.6.6. As in Example 4.6.5 we set p = N = 2 and assume that the image f (as
depicted in Figure 4.2) is composed of geometric objects of different intensities and sizes.

HEs=
s ¢
@®

Figure 4.2: Image f composed of geometric objects.

We compute the solution u(t) of (4.31) for ¢ = 0...1.5. The left image in Figure 4.3
shows the residuals ||f — u(t)||;2 (solid line) and the a-priori bound given by Proposition
4.5.3 (dashed line) given by

1 o)l < /22

700

Figure 4.3: Left: Residual || f — u(t)||{2 (solid line) and a-priori bound (dashed line). Right:
Bregman distance Dz(t) (f,u(t))

The cascaded structure of the graph of || f — u(t)||; 2 indicates that the solution u(t) behaves
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4 Application: Image Denoising

as expected, that is, starting from a constant image with value (cf. Theorem 4.6.1)

u(t):/ﬂfdx, for 0 <t <t.(f)

one after the other object is reconstructed (almost) instantaneously where the order of re-
construction is determined by the feature size (i.e. geometrical size and intensity). The right
image in Figure 4.3 depicts the Bregman distance Dz(t)(f,u(t)) of f and u(t) w.r.t. J and
v(t) (right image). Recall that v(t) € 9J(u(t)) is the dual solution of (4.31). From Theorem
4.4.2 it follows that that

DS fu(®) = I(F) = Hu) = [ w(OF —u)do =17 = [ vO)fde. (439)

Figure 4.4 displays the solutions u(t) at time ¢t = 0.2,0.4 and 0.8. We note, that t.(f) ~ 0.18
according to Figure 4.3.

@0 Boe
® e O X
o & @

Figure 4.4: Solutions of (4.31) at times ¢ = 0.2,0.4 and 0.8.

For solving (4.31) numerically, the implicit time scheme given by Algorithm 4.5.1 with
ap = a = 100 (that is At = 0.01) was used. Each time step hence requires the computation
of the minimizing element u,, of the functional

U ;/Q lu— (f + avp_1)* dz + aJ(u). (4.40)

In order to tackle this problem we used the method proposed by Dobson & Vogel in [48]: For
e > 0 and u sufficiently smooth (e.g. u € W*°(Q)) we introduce

Je(u) ::/ \ | Vul® + €2 dz
Q

as an approximation of the TV semi-norm J. Indeed, as it was shown e.g. in [1, Thm. 2.2],
one has that

lim J:(u) = J(u).

T, () = J ()

Moreover, J; : L?(Q2) — R is differentiable for smooth functions u and

Vu - Vo

(0Je(u),v) _/Q\/W
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for all test functions v € D(Q). Thus the weak form of the Euler-Lagrange equations for
(4.40) can be written as

/(u—fnl)v—l—a Vu- Vv
0

JIVuf? + &2

~1/2
where we set f,—1 = f+av,_1. By setting L(u) = (|Vu\2 + €2> we can rewrite (4.41) to

dz =0, forallve D) (4.41)

/ w + aL(u)VuVodr = / famivdz,  for all v € D(Q).
Q Q

We compute a numerical approximation of this equation by a finite element approach. To
this end, choose N € N and for 1 < < N linear independent functions ¢; € WH*°(Q) and
set
Vn =span{¢y,...,on} C Wh™(Q) c L2(Q).

Solving (4.41) on the space Vi amounts to finding an element uy = sz\il U;p; € Vi such
that

N N

> Ui/gqbi(pj + aL(un)V;V; de = ZFR_1/¢Z¢]- dz for1<j<N. (4.42)
i=1 =1
Here F,,_; € RY denotes the coordinate vector of the orthogonal L2-projection of f,_; onto
V. Note that due to the expression L(uy) this equation is non-linear. We overcome this
problem by applying a fixed point iteration following [48]. To this end define for u € WH>°(Q)
the matrix S(u) € RV*V as

[S(u)],] = M;; + « /Q L(U)VgﬁZVgﬁ] dx

where M is the mass matrix defined by M;; = fQ ¢;¢;dx. The fixed point iteration then
reads as

e Choose an arbitrary initial guess u® € Vy.
e For k=1,2,... compute the solution U* € RV of the linear equation
S U = MF,_,

and set
N
i=1

From [48, Thm. 4.1] it follows that this fixed point iteration converges for every initial guess
u® € Vy to the solution of (4.42).

In the computations for Example 4.6.6 we used 2 = [0,256]? and the standard bilinear
basis functions ¢; on a uniform grid with unit step size. The image f (and hence as well
its projection onto Vi) has values in [0,1]. In all our computations we used ¢ = 10~ for
regularizing the TV semi-norm. The integral in the matrix S(u) is computed numerically by
means of the midpoint rule.

For the computations we used the C++ library Imaging, developed by the Infmath Imaging
group at the University of Innsbruck. We refer to [62] for a documentation of the source code.
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4.7 Notes

In this chapter the iterative image denoising method (4.5.1) and the resulting evolution equa-
tion (4.31) as they were introduced by Osher et al. in [103] and Burger et al. in [33, 31]
respectively, have been studied.

We pursued the following strategy: In Section 4.2 we reviewed a pairing technique for
bounded, vector valued functions and vector valued Radon-measures due to the work of
Anzellotti in [12]. We used this pairing concept in Section 4.3 in order to define the g-norm,
originally introduced in the inspiring work by Meyer in [95] (for the case 2 = R?).

Aujol & Aubert modified Meyer’s definition and came up with a similar model for bounded
domains Q C R? in [13]. Our definition (Definition 4.3.1) holds in arbitrary space dimensions
N > 2 and each LP() for 1 < p < oo and reduces to the version introduced in [13] for N = 2
and p = 2. We remark, that the g-norm as studied in this chapter already appeared in the
textbook [11] on the total variation flow equation by Andreu-Vaillo et al., although it is not
explicitly used as a norm.

With these preparations we investigated duality relations of the g-norm with the total
variation seminorm in Section 4.4, the Cauchy — Schwartz type inequality (4.21) being the
fundamental estimate. It is the basis for a convenient characterization of the subgradient
and the Legendre — Fenchel conjugate for the total variation seminorm (Theorem (4.4.2)).
Moreover, it gives rise to the definition of calibrable functions (cf. Definition 4.3.9), established
by Meyer in [95], then called simple functions. We prefer the first notion according to the
work of Bellettini et al. [20, 21] (see also Alter et al. [6, 7]) who termed a set C C R?
calibrable if its characteristic function is calibrable according to our definition.

The analysis in Section 4.4 culminates in the assertion that the subgradient of the total
variation seminorm (when viewed on LP(Q)) is weakly-weakly closed in the sense of Definition
3.1.2 (cf. Theorem 4.4.3). In view of Assumption 3.1.4, this paves the way to the analysis
of the inverse total variation flow equation (4.31) in Section 4.5. Additionally to the general
results proved in the first part of the thesis, we showed that Algorithm 4.5.1 (as well as the
evolution equation (4.31)) satisfies a maximum principle (cf. Theorem 4.5.6).

Finally, we studied multiscale properties of the inverse total variation flow equation in
Section 4.6. We found out, that for all (normalized) functions with finite g-norm, the solutions
of Equation (4.31) do not change for small times (cf. Theorem 4.6.1) and that a signal can
be reconstructed in finite time, if and only if it is calibrable (cf. Theorem 4.6.3).
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Summary

In this thesis we studied iterative methods of augmented Lagrangian type for solving linear
and ill-posed operator equations on Banach spaces. Furthermore, we have shown that this
regularization technique — when viewed as an implicit time scheme — approximates solutions
of a class of evolution equations. We applied the derived results to the image denoising
problem. It turned out that the augmented Lagrangian algorithm in the context of image
denoising constitutes an inverse scale space.

In Chapter 2 we introduced the augmented Lagrangian Algorithm 2.2.9 in a general Banach
space setting allowing for nonsmooth regularization functionals. We proved that this algo-
rithm constitutes a regularization method for the ill-posed operator equation (2.4). Improved
results (including convergence rates) were derived additionally assuming Hilbert space data.
In order to prove the regularization results we showed that the dual sequence generated by
Algorithm 2.2.9 is characterized by the proximal point algorithm (Algorithm 2.2.16).

Chapter 3 was devoted to a class of evolution equations and their relation to the augmented
Lagrangian algorithm. The equations under consideration (cf. (3.4)) consist of a system of
coupled abstract differential inclusions depending on two time depending variables. Existence
of solutions was shown by construction: Interpolations of the sequences generated by the
augmented Lagrangian algorithm were considered, where the sampling points are determined
by the sequence of regularization parameters in Algorithm 2.2.9.

Using the dual representation derived in Chapter 2 we first showed convergence of the
(piecewise affine) interpolations of the dual sequences to a continuous time dependent (dual)
function as the density of the sampling points increases. It turned out that this function
already solves a gradient flow equation. This results was established by making extensive use
of the analysis in Ambrosio et al. [9]. With this function at hand, we also proved convergence
of the primal sequences to a Bregman-continuous function that together with the previously
constructed dual function constitutes a solution of the evolution equation (3.4).

We considered special situations (e.g. additional smoothness for the Banach spaces in
use, strict (total) convex regularization functionals etc.) in order to come up with stronger
convergence results and improved smoothness assertions for solutions. Moreover, we studied
regularizing properties of solutions of (3.4) w.r.t. the operator equation (2.4) where we again
placed special emphasis on data in Hilbert spaces.

We applied the general results derived in Chapter 2 and Chapter 3 to the image denoising
problem in Chapter 4. In this special case the augmented Lagrangian method (and the related
evolution equation) reduce to a image denoising technique proposed by Osher et al. in [103]
(and by Burger et al. in in [31, 33]), which uses the total variation seminorm for denoising.
This was the actual starting point of this work.

We proved that the general assumptions in Chapter 2 and Chapter 3 are met and concluded
that the iteration process is well defined and that solutions of the related evolution equation
(inverse total variation flow equation) exist. Additional to the results in the first part of
the thesis we proved a maximum principle for the inverse total variation flow and studied
multiscale properties of solutions.

We finally mention that aside to the pure theoretical challenge the consideration of contin-



uous regularization techniques is justified from an application point of view as well. Whereas
the augmented Lagrangian method introduced in Chapter 2 constituted a first order and
thus a rather slow method for solving operator equations, the continuous formulation (3.4) in
principle converges arbitrarily fast. Proving existence of solutions of (3.4) therefore paves the
way for novel regularization techniques by finding alternative numerical schemes for (3.4).

Moreover, we showed in Chapter 4 that for a certain class of input images exact solutions
of (3.4) can be computed. It turned out for the inverse total variation flow that — in contrast
to classical scale spaces — the solution trajectories in general are discontinuous in time. From
a scale space point of view this means that the different scales in an image are not selected
smoothly by the scale parameter but rather in a sudden and abrupt way. Although inverse
scale space methods have recently become very popular, this fact has not been discussed by
the image processing community so far.

Nevertheless the inverse scale space method is a promising approach for further image pro-
cessing tasks as for example image decomposition. Current research copes with the application
of the augmented Lagrangian method and the associated evolution equations on nonsmooth
decomposition methods such as Meyer’s problem (cf. [95]).
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A.1 Functional Analytic Facts

In this section basic analytic notions and theorems are collected. In what follows we shall
assume that X is a Banach space and we use the notation

(%, 2) = (2", 1)y x = 2" ()

for the pairing of X* and X. We write X** for its bidual space, i.e. X** = (X*)*. Forz € X
the natural mapping ix : X — X is defined by

ix(z)(2") = (2", ) .

The canonical mapping ¢ is a linear isometry, that is |ix(z)| y« = |||y for all z € X and
surjective if and only if X is reflexive.

A.1.1 Weight Functions and Duality Mappings

Definition A.1.1. 1. A continuous and increasing function ¢ : [0,00) — [0,00) is called
a weight function, if $(0) = 0 and

lim ¢(t) = oc.

t—0c0
2. Let ¢ be a weight function. The multivalued function Jg : X — PB(X*) defined by
36@) = {27 € X* + (@",0) = [0y Izl s oIy = Bzl )
is called duality mapping of weight ¢.

Remark A.1.2. Let ¢ be a weight function and z € X. For y = z¢(||z| ) there exists,
according to the Hahn—Banach Theorem, an element y* € X™* such that

[y llx- =1 and  y*(y) = llyllx -

Then z* := y*¢(||z||y) € Jo(z). Therefore, Jy(x) # 0 for all x € X. In particular, one has
J4(0) = {0} and J4(x) = —Jg(—2).

For a given weight function ¢ we define the primitive function w.r.t. to ¢, ¥4 : [0,00) —
[0,00) as
S
vols) = [ olo)do
0
Obviously %, is convex and continuously differentiable. Moreover, ¢! is well defined and

also a weight function. Figure A.1 depicts a possible weight function ¢ and the corresponding
primitives 1 and g-1.
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Py (s)

Py-1(t)

Figure A.1: Weight functions and their primitives. Left: weight function ¢ with 4. Right:
weight function ¢! (view from the ordinate axis) with 1)1

Example A.1.3. For p > 0 and let p* be its conjugate exponent, i.e. 1/p+1/p* =1. We
define ¢(s) = sP~!. Then ¢ is a weight function and

s 1 .
vals) = [ o"Hdr =S 6T = and () =
0

Now, let N > 2 and © € RY be open, bounded and suppose that 92 is local Lipschitz and
set X = LP(Q). Then, according to [42, Thm. 4.8], one has

~

Jp(u) = \u\p_l sign(u).

The follow-up lemma collects some assertions on monotonicity and asymptotic behavior of
weight functions and their primitives.

Lemma A.1.4. Let ¢ be a weight function.
1. The mapping ¢1(s) = s 11h,(s) is nondecreasing and

lim ¢i(s) = 0.

S§—00
2. The mapping ¢a(s) = s‘lw;(s) is nonincreasing and
lim ¢2(s) = 0.
S§— 00
3. The mapping ¢3(s) = 51[);1(8_1) is nondecreasing.
Proof. (1). First note that

pr(s) =" /0 S ¢(o)do = /O 1¢(sa) do.

Hence s — ¢1(s) is nondecreasing due to the monotonicity of ¢.
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For given s > 0 let & € [0, 00) be such that

¢¢>(8) = fss-

Assume that there exists a constant M > 0 such that £ < M for all s € [0,00). This implies
that

/OS o(r)dr < sM (A1)

Set ¢(s) = ¢(s) — M and let sq € [0, 00) be the unique element such that ¢(sg) = 0. Then it
follows from (A.1) that for s > sg

0>/¢> ydr — sM = /¢ dT_/d) d7+/<b

This amounts to s 50
/ ¢~)(T) dr < / <;~S(T) dr < oo
s0 0

for all s > so which is clearly a contradiction, since ¢(s) — oo for s — co. Therefore
lims_, 00 & = 00 and (1) follows.
(2). Let € > 0. From (1) it becomes clear that for all M > 0 there exists sy; > 0 such that

Yo(s)

S

>M

for all s > sp;. Choose M such that Me > 1 and set sg = Msps. Then for all s > sy we have
that sM~! > s;; and we observe

Mfl
YolsM™) >1 & 1/1;1(5) <sMt < se.
5

Thus p2(s) — 0 as s — 0.

We now show ¢4(s) < 0. From definition it is clear that s = 14 (yp2(s)s) for all s > 0 and
hence

p2(s)
5= /0 6(0) do < a(s)s6(pa(5)s5)

or in other words

(3). Define
f=t(s) = 031 (s7).

Consequently we have s(t) = (¢4(t)) ™ and we further introduce

@3(t) == p3(s(t)) = ——.
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Since

VYy(t) — to(t)

953 <t) = wi(t)

<0, and §'(t) =

we conclude from
P5(t) = @i(s(t)) - s'(t)
and from the surjectivity of s() = (1(t)) ™" on [0,00) that ¢4(s) > 0 for all s € [0,00). O

Lemma A.1.5. Let ¢ : [0,00) — [0,00) be a weight function and let J, : X — X* be the
duality mapping on X w.r.t to ¢ and Jyg-1 : X* — X™ the duality mapping on X* w.r.t.
¢~ '. Then we have that

Jp-1 Qo(x)) = {ix(2)} .

Proof. Let ** be an element of Jy-1(z*), where in turn z* € Jg(x) for x € X. From the
definition of the duality mapping it follows that ||2**|| = ¢~ 1(||z*]|) = ¢~ (o(||z])) = ||z]-
Thus we find that

1

(@™, 27) xoe oo = [ "] =l l2"]] = 2 (2)

or in other words that ** = ix(x). O

A.1.2 Integration

In this paragraph we review the notion of Bochner-integrable functions and some basic proper-
ties. In particular, the connection between the Bochner-integral and derivatives of absolutely
continuous functions is established. For the presented definitions and further details we refer
the reader to the books by Diestel & Uhl [47, Chap. II] or Dunford & Schwartz [49, Chap. III].

For the sake of simplicity we restrict our considerations on functions defined on an open
subset  of the euclidean space RY with values in the Banach space X. Let B(R"Y) denote
the Borel o-algebra generated by the open sets of RY and AV the N-dimensional Lebesgue
measure.

Definition A.1.6. 1. Consider f: ) — X such that ran(f) = {x1,...,z,} C X and
fle) ={z e X : f(z) ==} € BRY).
A function ¢ : Q — X is called simple, whenever it equals such an f AV-a.e. in Q.

2. A function f : Q — X is called measurable, if there exists a sequence of simple functions
{fn}nen such that

lim X" ({s € Q ¢ |[fuls) = f()] > }) =0 (A2)

n—oo

for all € > 0. The function f is called weakly-measurable, if for all z* € X* the numerical
function s — (x*, f(s)) is measurable.

3. A simple function ¢ is called integrable, if it is A\NV-a.e. equal to a function f of the form

n
f= Z TiXE;
=1
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where {Ej}, ., is a partition of RY and z; = 0 if \"(E;) = co. We define the integral

of g over Q as
/:f ) dAN (s (/jﬂAN E:QANSIHE

where 0 - 0o := 0.

4. A measurable function g : 2 — X is called integrable, if there exists a sequence of simple
functions {fy}, cy converging to f in the sense of (A.2) such that

lim IU%()-ﬁn@)HdAN($:=0- (A.3)

m,n—00

Proposition A.1.7. 1. Let f:Q — X be integrable and { f,},cn be a sequence of simple
functions satisfying (A.2) and (A.3). Then the limit

/f Y AN (s /wa lim [ f, Y
n—oo Q

exists and does not depend on the choice of {f},cn. We call [, f(s) dAY (s) the integral
of f over €.

2. A function f:Q — X is integrable if and only if it is measurable and

/ 1F(s)] d(s) < oo
Q

Proof. [49, Chap.III. Lem.16] and [49, Chap.III. Lem.18] Ol

holds.

Definition A.1.8. For 1 < p < oo we define LP(Q, X) as the space of all (equivalence classes
of) measurable functions f : Q2 — X such that

Il = (/ HfH”dAN) .

For p = oo the symbol L>°(Q2, X) stands for the space of all (equivalence classes of ) measurable
functions f : 2 — X that are essentially bounded on €2, that is f satisfies

Flly oo :=esssup || f(s)]| ;= inf  sup ||f(s)|| < oo.
1f 1L 0, x) s 5 1 ()l AN(A):OSGQ\AII (sl

The spaces LP(0,T; X) are called Lebesque — Bochner spaces.

It can be shown that for 1 < p < oo the functions ||-[|»q x) render the spaces L”(£, X)
normed vector spaces, which are complete whenever X is complete (see [49, Chap.III Thm.5]
and [47, Chap. IV]). Moreover we have

Proposition A.1.9. If 1 < p < oo, the set of integrable and simple functions is dense in
LP(Q, X) w.r.t. to the topology induced by ||| 1»q x)-

Proof. [49, Chap.III Cor.§] O
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From this result we draw the following conclusion

Corollary A.1.10. Let 1 < p < oo. The space LP(Q2, X) is separable, whenever X is
separable.

Proof. Let ¥ C B(R™) be the collection of all sets @ satisfying

N

Q= [](a;,b;), for a;,b;€Q and QCQ.
j=1

Moreover, assume that D C X is a countable and dense subset. In view of Proposition A.1.9
it is sufficient to prove that the set

S = {f :Q — D : fis simple, integrable and f~(X) C E}.

lies dense (w.r.t. ||[[;»(q, x)) in the set of all simple and integrable functions on €2 (note, that
S is countable).
To this end, let f: 2 — X be simple. Without loss of generality we can assume that

f(s) = {a:o if s € A,

0 else.

for a set A € B(RY) and z9 € X. We first show, that for each € > 0 there exists M(e) € N,
a finite family of disjoint sets {QF,}1<,,<p(-) C X and a AN-measurable set N¢ such that

M(e)
U@, =4+N° and AV(N9) <e. (A.4)
m=1
Indeed, since A"V is a Radon-measure one has (cf. [55, Chap. 1.1 Thm. 4])
MV(A) = inf {)\N(O) : AC O, Ois open}.

For a given € > 0, there hence exists an open O° O A such that AV (A4) > A\(O¢) — ¢/2. This
shows

AM(07\A) = AV (07) = AV (4) <

DN ™

Moreover, since O° is open, it can be written as countable union of disjoint sets (), € X
(m € N) and thus M(g) € N can be chosen such that

Y. A@m) <

m=DM(e)

<
5
Therefore (A.4) follows with

Ne= | @,u(0\4).
m=DM(g)
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Now let 2° € D be such that ||xg — 2°|| < e and set

Fo(s) = {xg if s € A%,

0 else,

M(e)
m=1

where A® := Q:,. We have that f¢ € S and furthermore, it follows that

/Q 1z = FIIP dAY = /N e [ dAY +/A 2% = o|” AN < e fla|” + AV (A%)e”

In other words, this means
. - _
i 1/ = fllr,x) =0

and the assertion follows. O

Theorem A.1.11. Let 1 < p < oo and q be such that p~' 4+ ¢~1 =1 (agreeing upon q = oo
forp=1). If X is reflexive we have that

(IP(9, X))" = 190, X7). (A.5)
Proof. [47, Chap.IV Thm.1]. O

Corollary A.1.12. If X is separable and reflexive, every norm-bounded subset of L>°(£2, X*)
is sequentially weakly* compact.

Proof. Since X is separable it follows from Corollary A.1.10 that L'(Q; X) is also separable.
Moreover, Theorem A.1.11 shows that

L0 X%) = (LY X))".

In other words, L*°(Q, X*) is the dual of a separable Banach space. Thus it follows from
[94, Thm. 2.6.23] that for each bounded subset C' C L>°(§2, X*) the relative weak* topology
on C' is induced by a metric. Since by the Banach — Alaoglu Theorem [94, Thm. 2.6.18] C'
is already weakly* compact, the assertion follows from the fact that sequential compactness
and compactness are equivalent on metric spaces. ]

Corollary A.1.10 and Theorem A.1.11 are two example of a whole class of mathematical
problems arising integration theory of vector valued functions:

If X satisfies a certain property, when does this property lifts to the corresponding
Lebesgue-Bochner space LP(Q; X)?

For separability and reflexivity positive answers are given by Corollary A.1.10 and Theorem
A.1.11 respectively (see also [47, Chap. IV.1 Cor. 2] for the latter). Moreover, it was shown
by Smith & Turett in [118] that this also stays true for various notions of convexity of the
Banach space X. By the same authors it was pointed out though, that in general the Radon
— Riesz property of a Banach space X is not transferred to LP(0,7'; X).

We recall that a Banach space X has the Radon — Riesz property if for all sequences
{#n},en € X the following implication holds

Tim | = 2]

_ = lim z, = =. (A.6)
w-limz, =2 n—00
n—oo
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Some authors prefer the notion Kade¢ — Klee property or property (H) (cf. [42]).

In [92] Lin & Lin proved that LP(0,T; X) inherits the Radon — Riesz property from X, if
X is reflexive and has no subspace isomorphic to ¢!, which is for example satisfied if X is
reflexive (see [94, Thm 1.13.8]). We summarize

Theorem A.1.13. Let T > 0 and 1 < p < oco. If a reflexive and strictly convex Banach
space X has the Radon — Riesz property, so does LP(0,T; X).

This gives rise to the following

Definition A.1.14. A reflexive and strictly convex Banach space that has the Radon — Riesz
property is called an E-space.

For the sake of completeness, we mention that E-spaces are sometimes also called strongly
conver (see e.g. [94]) and were originally introduced by Fan and Glicksberg in [56] (with
a different definition: cf. [94, Def. 5.3.15]). They turn out to be exactly those spaces, on
which the norm attains a unique minimizer on every convex and closed subset, such that
all minimizing sequences are strongly convergent. Therefore they play an important role in
convex minimization. For further reading we refer to Holmes [79, Part V].

Lemma A.1.15. For every integrable function f € L!(Q, X) and z* € X* one has

<x*,/Qfd/\N>—/Q(x*,f(s)) AN (s).
]

Proof. [47, Chap. II Thm. 6 O

We close this paragraph with the fundamental theorem of calculus for Bochner-integrable
functions. For further reading we refer e.g. to the textbook by Miyadera [99, Chap. 1.3].

Theorem A.1.16. Let X be reflexive and —oco < a < b < 0o. For a function f :[a,b] — X
the following two assertions are equivalent:

1. The function f is absolutely continuous on [a,b).

2. The (strong) derivative df of f exists A\ -a.e. in [a,b] and is Bochner-integrable. More-
over, one has

f(S):f(a)+/sdf(T)dT, for alla < s <b.
a
Proof. [99, Chap. 1.3 Thm. 1.17] O
Theorem A.1.16 gives rise to the following
Definition A.1.17. Let X be reflexive and —oo < a < b < co. For 1 < p < 0o we define
WY (a,b; X) = {f :[a,b] = X : f,df € LP(0,T;X)}.
The spaces WP (0,T; X) are Banach spaces when equipped with the norm
1 lwreo,mx) = 1flee o, x) + I e o,mx)

and are called Sobolev — Bochner spaces.

Remark A.1.18. Let X be reflexive and —oco < a < b < oo. From Theorem A.1.16 and
Definition A.1.17 it is evident that

Whl(a,b; X) = {f : [a,b] — X : f is absolutely continuous on [a,b]} .
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A.1.3 Miscellaneous

In this section we collect some fundamental theorems situated in the orbit of functional
analysis, which may lie beyond the scope of a standard calculus lecture.

Theorem A.1.19 (Arzela — Ascoli). Let X be reflexive and —oo < a < b < co. Assume that
K C X is bounded and that {x, : [a,b] — X}, is a family of functions satisfying

1. the values x,(t) € K for allt € [a,b] and n € N and
2. for all s,t € [a,b] that
lim sup ||z, (s) — zn (8[| < w(s,1),

for w : [a,b]? — [0,00) satisfying

lim w(s,t) =0, inl|a,b]\N,
eam (s,7) [a, b]\

where \Y(N) = 0. Then there exists a function x : [a,b] — X that is absolutely continuous in
[a,b]\N such that
xn(t) = x(t),  for allt € |a,b]\N.

Proof. [9, Prop.3.3.1] O

Theorem A.1.20 (Helly). Let —co < a < b < o0 and f, : [a,b] — [—00,00] be a sequence
of nonincreasing functions. Then one can find a nonincreasing function f : [a,b] — [—00, 0]
and a selection n — p(n) such that for all t € [a,b]

lim_ fom)(t) = f(2).

n—oo
Proof. [9, Lem. 3.3.3] O

Theorem A.1.21 (Vitali). Assume that (0, S, 1) is a measure space and let 0 < p < oo.
For f, fn € LP(Q,R, ) (n € N) the following two statements are equivalent

1. The sequence { fn},cn converges strongly to f in LP.

2. a) Foralle >0 and A € S satisfying n(A) < oo one has
Tim p({a e Q @) = ful@)] = 2}) = 0.
b) For all e > 0 there exists E € S, such that p(E) < oo and

/ |ful? du < e,  for alln € N.
Q\E

c¢) For all € > 0 there exists § > 0, such that for all A € S satisfying p(A) < 6 and
alln € N one has
/ |ful” dp <e.
A

Proof. [52, Chap. VI Thm.5.6] O

125



A Mathematical Preliminaries

From Vitali’s theorem A.1.21 we derive the following

Lemma A.1.22. Let (2, S, 1) be a measure space, such that p(Q2) < co. Let 0 < r < p < oo,
[ — R a p-measurable function and {f,},cy C LP(€, R, 1) a LP-bounded sequence. Then
the following two statements are equivalent

1. Foralle >0
lm p(fz € Q¢ |fulz) — ()] > <)) =0.

2. f e LP(Q,R, p) and
Jim [ f = flleroru = 0-

Proof. We define M := sup,en [|fnllLror - (1) = (2). Set ko = 1. For every n € N choose

kp > Ekp—1 such that
1 1
w({rea: 110> 1) <

for allm > k. Define A, ;== {z € Q : |f%,
Now let 6 >0 and ng € N such that 3 72

DRI

and moreover, for all x € Q\B,, it follows from construction that

/\

z) — f(z)| > 1} and set for k > 0 By, :== ;% A
< ¢ for all n > ng. This implies that

M‘H

7() — fin ()] <

This means, that with the subsequence n — p(n) = k, one has, f,;,) — f (uniformly) a.e. in
Q). Fatou’s Lemma now yields

/ |f|P dp = / lim inf ‘fp(n)‘p dp < liminf/ |fp(n)‘p dp < MP.
This shows f € LP(2, R, ). Moreover, observe from Hoélder’s inequality that for all A € S
/ [l dpr < u(A)"7 M7
A

Thus the requirements of Vitali’s convergence theorem (cf. Theorem A.1.21) are satisfied and
(2) follows.

(2) = (1). Observe that for all € > 0

p{z e [fulz) - fz)| >e}) < /Q (o= D" dp=e"Ifa ~ fllirmm

and (2) clearly implies (1). O
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A.2 Convex Analysis

In this section we review techniques from convex analysis used in the thesis, basically con-
cerning subdifferential calculus, the Bregman distance and the Legendre — Fenchel duality
concept. Standard textbooks dealing with these topics are Ekeland & Temam [51], Aubin
[14], Toffe & Tichomirov [81] or Barbu & Precupanu [18]. Throughout this section we assume
that X is Banach space, unless stated differently.

A.2.1 Subdifferentiability and Slopes
Definition A.2.1. Let J : X — R be convex.
1. J is called subdifferentiable at xo € X if there exists an element £* € X* such that
J(z) = J(zo) + (€7 2 — wo) -

We call £* a subgradient of J at xy and the collection of all subgradients 0.J(xg) C X*
the subdifferential of J at xg. The set

DOJ)={re X : dJ(z) # 0}
is called the effective domain of the subgradient 0.J.
2. Each function 8°J : D(8J) C X — X* satisfying
0°J(x) € argmin {|lp[|, : p* € 8J(x)}
is called a minimal section of 0J.
3. Let 9°.J be a minimal section of .J. The function |0.J| : X — R defined by

g if D(oJ
\3J|(x)—{H (@), ifxeD(@J)
+o00 else
is called the slope of J.
Lemma A.2.2. Let J: X — R be convex and lower semicontinuous.

1. The set 0J C X x X* is strongly-weakly™ closed and consequently there exists at least
one minimal section of 9.J.

2. For all x € X we have that
J(z) — J(y)]"
071 (1) — sup 1) =W
YyF#x ”ﬂ? - y”

3. Let T' > 0. For all absolutely continuous and a.e. differentiable functions x : [0,7] — X
we have that

|J(x(s)) — J(z(t))| < / 0] (x(7)) |2/ (7)| dr, forall 0 < s <t <T.
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Proof. [9, Prop.1.4.4] and additionally [9, Thm.1.2.5] for (3) O

We proceed with a sufficient condition for sequentially weak lower semicontinuity of the
slope of a convex functional.

Lemma A.2.3. Let J : X — R be convex and lower semicontinuous and assume that 9.J
is weakly-weakly* closed in the sense of Definition 3.1.2. Then the slope |0.J]| is sequentially
weakly lower semicontinuous.

Proof. 9, Chap. 2 Lem. 2.3.6] O

Proposition A.2.4 (Asplund). Let ¢ be a weight function. Then

Jo =0 (s ([-1))
Proof. [42, Chap. 1 Thm. 4.4]. Ol

Lemma A.2.5. Let J:Y — R be convex and K : X — Y linear. Then for all z € X
K*(0J(K (2)) € 9(J o K)(x).
If additionally J is continuous in at least on point of ran(K), then equality holds.

Proof. [81, Chap. 4.2 Thm. 2] O

A.2.2 Bregman Distance and Total Convexity

Definition A.2.6. Let J : X — R be convex and ¢* € X* and define Dg* : D(J)x D(9J) —
R by
DY (u,v) = J(u) = J(v) = (£, u—v).

*

If w e D(J), v e DOJ) and £ € 0J(v), then the quantity D§ (u,v) is called Bregman
Distance of u and v with respect to J and £*.

It is clear that the Bregman distance is not a metric, since it is in general neither symmetric
nor satisfies the triangle inequality. However, from the definition it immediately becomes
clear, that for given v € D(9J) and & € 9J(v) we have that D?]* (u,v) > 0, where u = v
implies equality. In the literature often a variant of the Bregman distance is considered:
Define Dy : D(J) x D(J) — R as

Dy(u,v) = J(u) = J(v) = J'(v)(u —v),

where J'(u)(w) denotes the directional derivative of J at w in direction w, i.e.

oot

J(u)(w) = lim (; <J<u+hw>—J<u>>).

The directional derivative of a convex function is everywhere defined in D(J) (with values in
[—00, 00]) and we have that
0< DJ(U, U) < D?] (’U,,’U)

for all (u,v) € D(J) x D(0J) and £* € 0J(v).
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The Bregman distance has proven to be a valuable tool to study convergence (and con-
vergence rates) of various regularization problems (Hofmann et al. [78], Resmerita [110],
Resmerita et al. [111], Burger et al. [32]). The success of this technique is due to the fact,
that the Bregman distance automatically provides the suitable topology subordinate to the
given problem.

To be more precise: Let J : X — R be a convex functional and 2y € X. For every £ > 0
we define

Bj(zo,e) :=={x € X : Dy(z,z0) < e} (A7)

where we agree upon D j(x,z9) = oo for xg & D(J) and set
4 ={UC X : VaeU3Ie>O0such that By(z,e) CU}. (A.8)

It is quite obvious that the system 7')% forms a topology on X. This gives rise to the following
Definition A.2.7. The topology T){- on X is called Bregman topology with respect to J.

Remark A.2.8. 1. For an arbitrary convex functional J : X — R the topology T)‘é is
in general not Hausdorff, that is, the set of points in X that can not be separated by
e-balls of type (A.7) is not empty. Indeed, any to points x,y € X satisfying

T (@)(y —2) = =T (y)(z - y)
can not be separated by T)%—neighborhoods.

2. From Definition A.2.7 it becomes clear that for z ¢ D(J), the sets {x} are open in
74, that is, the induced topology of 73 on X\D(J) is discrete. In the sequel we will
therefore consider the induced topology of 74 on D(J) rather than on the whole space
X, but will use the same notation.

3. Let Q C RY. A function z : Q — X is 75-sequential continuous in sg € 2 if

lim Dj(z(s)x(sp)) = 0.

s— 80
We write C;(£2, X) for the collection of all these functions.

It is of natural interest to characterize the collection of functionals J for which the Bregman
topology on X is finer than the norm topology.

Definition A.2.9. Let J: X — R be convex and y € D(J). The function v,(y, ) : [0,00) —
[0, 00| defined by
VJ(y7t):inf{DJ($7y) : $€D<J), Hx_y” :t}

is called modulus of total convexity of J at y. The functional J is called totally convex at y if
vy(y,-) > 0 and totally convez if it is totally convex at every y € D(J).

The modulus of total convexity and totally convex functions were introduced by Butnariu
et al. in [34] (under the name modulus of local convezity and very convezr functions) and
received remarkable attention since. From the definition it becomes clear, that every total
convex function is already strict convex. Moreover we can prove the

Lemma A.2.10. Let J : X — R be convex. Then the following statements are equivalent
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1. J is totally convex
2. The topology 7 is finer than the norm topology on D(J).

Proof. (cf. Resmerita [109]) (1) = (2). Let x € D(J) and J be totally convex at x. Moreover,
assume that » > 0 and let B,(x) be the ball with radius r centered at = in D(J) w.r.t the

norm on X. Then for € := v;(z, 5) and all z € D(J) such that ||z — z| = § we have that

Dj(z,x) > e. Thus the implication
VzeD(J):Dy(z,x)<e = |lz—zf < g <r

holds and thus B/ (z) C B,(x), which shows that 7§ is finer than the topology induced by
the norm.

(2) = (1). Assume that J is not totally convex at € D(J). Then there exists a tg > 0
such that v;(x,t9) = 0. In other words, this means that for all £ > 0 there exists an element
ze € D(J) such that ||z — || = to and 2. € B/(z) . Since by assumption 77 has more open

balls than the norm topology, we can find for r = %0 a number €9 > 0 such that

Zey € Bz—:Jo (x) C By(x)

which is clearly a contradiction to ||z — z,| = 2r. O

A.2.3 Legendre — Fenchel Calculus

Definition A.2.11. Let J : X — R. The Legendre — Fenchel conjugate J* : X* — R of J is
defined as

JHEY) = sup (&%, 7) — J(2)).

zeX

From the definition of J* it becomes clear, that for arbitrary z € X and £* € X*
J(x) +J(&) = (& z), (A.9)
which is often referred to as Fenchel’s inequality. Moreover one has

Lemma A.2.12. Let X be a normed space, J : X — R be a proper functional and = € X,
&* € X*. Consider the statements

(a) & € 0J(x),
(b) J(z) +J7(&") = (", ),
(c) ix(x) € OJ(£).

If J is convex, then (a) < (b) = (c) and if additionally J is lower semicontinuous then also

(b) < ().

Proof. [18, Chap.2 Prop.2.1] O
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Example A.2.13. Let ¢ be a weight function and define w : R — R as w(s) = 94 (|s|). Then
it is easy to see that w*(s) = 1hy-1(]s|) (note that ¢~ : [0,00) — [0,00) is also a weight
function). Moreover, for s,¢ > 0 one has the following relation

Yy-1(t) = sup (st —y(s)).
s>¢~1(t)

Note, that Lemma A.2.12 implies for s,t > 0 that
Vy-1(t) +Yg(s) = st & t = ¢(s) (A.10)

for 0Yy(-) = ¢(-). Note that in the case t # ¢(s) one has

VYy-1(t) +g(s) > st. (A.11)
Figure A.2 depicts the situation.

Yo (s) Yo (s)
Pg-1(t) ¢ Pg-1(t) ®
T st T st

$

\

t=¢(s)

_

O

Figure A.2: Geometrical interpretation of Fenchel’s inequality (A.11) (left) and equality
(A.10) (right).

Lemma A.2.14. The Legendre — Fenchel conjugate J* : X* — R of a functional J : X — R
is convex and sequentially lower semicontinuous in the weak* topology of X*

Proof. Convexity of J* follows directly from the definition. Assume that {£}}, o is a weakly™*
convergent sequence in X*, i.e. there exists an element £*, such that lim,,_. ({}, ) = (¥, z)
for all x € X. From Fenchel’s inequality (A.9) it follows that J(z) + J*(£*) > (£*,x) for
arbitrary x € X and £* € £*. In particular we have for all x € X and n € N that

&) = (&) — J(x).

This implies that
liminf J*(&) > (€5, x) — J(x)

n—oo

for all x € X. Hence taking the supreme over all x € X on the right hand side of above
inequality gives the desired assertion. O
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Lemma A.2.15. Let J: X — R and A € R\ {0}. For Ji(z) = AJ(z) and Jo(x) = J(Az) we
have that
JHE) = AT (AT, T3(E) = T (AT,

Proof. First we observe that

J7(€%) = sup {(¢",2) — AJ(2)} = Asup {A7" (€%, 2) — J(2)} = AT (ATIEY)

rzeX zeX

and analogously

J3(€) = sup {(€7,2) = J(x)} = Asup {MHE ) = T} = T (AT

O]

In what follows we summarize some facts dealing with the composition of convex functionals
J : X — R with linear operators K : X — Y, where we assume that X and Y are at least
normed vector spaces. We start with a

Lemma A.2.16. Assume that X and Y are normed spaces. If K : X — Y is a bounded and
linear operator, then its adjoint K* : Y* — X* is weak™-to-weak* continuous.

Proof. [94, Thm. 3.1.11] O

Corollary A.2.17. Assume that X and Y are normed spaces and that K : X — YV is a
bounded and linear operator. If J : X — R is an arbitrary functional, then the composition
(J* o K*) : Y* — R is weakly™ sequentially lower semicontinuous on Y*.

Proof. Follows from Lemmata A.2.14 and A.2.16. O

Lemma A.2.18. Let ¢ be a weight function and y € Y. Then

9 (g (IK() —yl)) (x) = K* (I (K () — y))
for all z € X.

Proof. Follows from Asplund’s Theorem A.2.4 O

A.3 Analysis of the Proximal Point Method

In this section we collect some technical details of one single step in the proximal point method
(cf. Algorithm 2.2.16). The upcoming results are used in Chapter 3. We essentially follow
the analysis in Ambrosio et al. [9, Chap. 3.1].

In what follows, we assume that Assumptions 2.1.1 and 3.1.4 are satisfied. In particular,
this means that X and Y are Banach spaces, where Y is assumed to be reflexive and that
K : X — Y is linear and continuous. Moreover, we assume that J : X — R is convex, proper
and lower semicontinuous.

For given data y € Y, we recall the definition of the functional F*(;;y) : Y* — R (cf.
(2.13)) and of p*(y):

F*(q%y) = J(K"q") — (¢",y) and p’(y) :Zq*igif/*F*(q*;y)'
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From Lemma 2.2.14 it follows that ¢* — F*(¢*;y) is convex, proper and sequentially weakly
lower semicontinuous and that p*(y) is finite, when y is attainable, that is, when there exists
ax € D(J) such that Kz = y.

Each step in Algorithm 2.2.16 consists in evaluating the resolvent operator (cf. Remark
2.2.18) defined by

Fr (o (PF) = argn;in {a W41 (allg* —p*|)) + F*(a*;9)},
q*e *

where p* € Y* and o > 0. We shall first show that R%*(_,y) (p*) # 0 for each p* € Y*. Before
we do so, we prove

Lemma A.3.1. Assume that y € Y and {ay}, oy C [€,00) for € > 0 and that {p},}, .y C Y™
is bounded. Moreover, suppose that {g;}, .y C Y™ is such that

sup (a1 (o llgy, — pill) + F* (P y)) < oo
ne

Then {q;},,cr is bounded.

Proof. According to assumption (R4) there exists at least one attainable element. Let yp € YV
be such an element and observe from Lemma 2.2.14 that p*(yo) is finite. This and the
definition of F*(-;y) show that

(@n> 90 —y) = F (a3 9) = F(aniy0) < F(qn:9) — 1" (yo)-
This, together with the assumptions of the Lemma gives

sup (e g1 (e llay, — prl) + (om0 — v))
ne

< sup (an g1 (am lla; — pill) + F* (a5 y)) — n*(yo) = c < co. (A.12)
ne

for an appropriately chosen constant ¢ € R. Since «;,, > ¢ > 0 for all n € N it follows from
Lemma A.1.4 (1) that e 'y-1(c gy — pill) < aptthy-1(om |lg;; — Pl ) and consequently we
find from (A.12)

e g1 (el —pall) < e+ any — wo) -
With the substitution 7}, = ¢}, — p;, it follows for each n > 1

e Mg (ellrpl) < e+ (4 0y —yo) < e+ lly = woll (sl + I3 1D). (A.13)

Assume, by contradiction, that sup,,cy(|¢;|| = co. Since {p;}, oy is assumed to be bounded
it follows (possibly after dropping a subsequence) that

lim ||r}] = oo.
n—oo

Thus in particular 7 # 0 for all n large enough and estimate (A.13) eventually implies

e (el ¢+ lpnlllly — woll
75l 7l '
Obviously the right hand side of the previous inequality stays bounded as n — oo which,
however, is a contradiction to Lemma A.1.4 (1) stating

< llyo —yll +

SILIgO s*1¢¢_1(s) = o0.

Hence the Lemma is shown. O]
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Lemma A.3.2. Let y € Y, a > 0 and p* € Y*. Then there exists an element p}, € Y* such
that

Por € R ) (P7).
In particular, there exist § € J,-1(a(p}, — p*)) and 6 € OF*(p},;y) such that { +6 = 0.

Proof. Let y € Y and a > 0. Moreover, assume that p* € Y* is arbitrary and assume that
{a3} ey C Y™ satisfies

lim o™ g-1(allg; — o) + F*(g7:9)

n—oo

= inf o™ (alle” = pT) + F*(a"y) = po € [-o0,00).

Thus there exists a constant ¢ > 0 such that for alln € N

o Mpyi (ol — p*I) + F*(phsy) < c, (A.14)

as a consequence of which {g;;}, is uniformly bounded according to Lemma A.3.1.

According to requirement (R7), Y is reflexive and thus norm-bounded sets in Y™* are se-
quentially weakly compact. In other words, there exists an element p}, € Y* and a selection
n — p(n) such that

: * _ *
w-lim g,y = po-

The sequential weak lower semicontinuity of F* and of the norm on Y* (see e.g. [94,
Thm. 2.5.21]) imply that

a W1 (a|ph, —p'l) + F*(p}) < hnfgiﬁgfafllﬂdrl (qu;(n) —P*H> + F*(qyn)) = Ho-

Hence p;, € R ., (p*).
The map f : ¢* — a‘l¢¢_1 (a]|lg* — p*||) is continuous and thus it follows from optimality
of p¥ and the Moreau — Rockafellar Theorem (cf. [51, Chap. 1 Prop. 5.6]) that

0€0(f + F*(59)(pa) = 0f (pa) + OF " (pa; y)-

From Asplund’s theorem A.2.4 it eventually follows that df(p,) = Js-1(a(ps — p*)). Thus
there exist § € J,-1(a(p) —p*)) and 0 € OF*(p};y) such that { + 6 = 0 and the Lemma is
shown. O

For the remainder of this section we shall assume that y € Y is fixed and we shall write
F*(p*) instead of F*(p*;y). Moreover, for each o > 0 and p* € Y* we define

g, p*) = q*i&f/* {a g1 (allg* —p|)) + F*(q")} (A.15)
dy(p*) = sup |l¢"=p"| and d (p*):= inf |l¢" —p|. (A.16)

The assertions of Lemmata A.3.3 - A.3.6 correspond to [9, Lem. 3.1.2], where the results
are proven for the particular weight function ¢=!(s) = s?~! for p > 1. Since the proofs in [9]
are rather condensed, the passage to general ¢~ may not always be obvious. If necessary we
therefore give the proofs, however, we shall always follow the ideas in [9].
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Lemma A.3.3. Let 0 < a1 < ap and p* € Y*. Then we have for all p,, € R%.(p*) (i = 1,2)
that

F*(p*) = g(ag,p*) = gloa,p*) and ||p}, — p*|| < ||pk, —»"|-

*|I. Then it follows from

Proof. Let ¢* € Y* be chosen arbitrarily and define s = ||¢* — p
Lemma A.1.4 (1) that

aflwqb(als) = s(als)_li/)¢(a18) < s(ags)_1w¢(ags) = a51¢¢(a25).
Consequently we find
ar ol [l = p*Il) + F*(¢) < ag'¢alaz lg" — p*|) + F*(¢%)

for all ¢* € Y*. This implies that g(a1,p*) < g(az,p*).

We show that F*(p*) > g(a,p*) for all @« > 0. To this end, we choose an arbitrary
pl € R%.(p*) and note that according to Lemma A.3.2 there exist elements &,60 € Y (= Y™*)
such that

§€Jg-1(alps —p7), 0€0F (pyiy) and 6+&=0.
From the definition of the subgradient it hence follows that
F*(p*sy) > F*(pasy) + o~ {0, a(p” —pi)) = F (i) + o7 (§alph —p") (A7)
The properties of the duality mapping J,-1 (cf. Definition A.1.1) imply
(€ aly =) = €l lals =)l = ¢~ (lalps — ")) llalps, —p*)Il - (A.18)
By observing that ¢4-1(s) = [ ¢~ '(0)do < s¢~!(s), estimates (A.17) and (A.18) result in
F ("5 y) > F*(p4;y) + a g (e lpg — p*[1) = 9(e, p*)

and the first part of the Lemma is shown.
It remains to prove that Hpj;Q —p*H < szl —p*H. Since p;,, € Ry (p*) for i = 1,2 we
obtain

a; g1 (i |[ph, — 1)) + F*(0hssy) < o7 "y (illph, — p7|) + F*(0h,59)

for ¢ # j. Adding up the inequalities for i = 1 and j = 2 and vice versa yields

ay g1 (ag ||k, = 07[|) — a1 Mg (an |ph, — )
< ay i (an |ph, —p*||) — ar Mg (en [|ph, —p7|)- (A19)

We note that for each « > 0 the substitution ¢ — «ao yields for s > 0
-1 o [ I A
a Py1(as) =« / ¢ (o)do —/ ¢ " (ao)do.
0 0

Thus (A.19) says

J

Since s > o and ¢! is nondecreasing we conclude that the integrand ¢! (az0) — ¢! (a10)
is nonnegative and therefore sz2 —p*H < szl —p*H. O

PZZ*P*H . 1 Hle*p* 1 1
¢ (o) — ¢ (aqo)do < / ¢ (ago) — ¢ (ay0)do.
0
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Lemma A.3.4. Let 0 < a1 < ap and p* € Y*. Then we have for all p,, € R%.(p*) (i = 1,2)
that
F*(ps,) < F*(p3,) < F*(p") and  dg,(p") < dg, (»") < dg, ()

Moreover for A\1- almost every a € [0, 00) we find
di(p*) = da () = A3 (p"). (A.20)
Proof. First, note that Lemma A.3.3 yields
F*(p) > glas,p*) = a3 g (az ||p* = pi, ) + F*(9h,) > F*(9,)-

Moreover, from the optimality of pj;,, and again from Lemma A.3.3 it follows that

ar g (o ||g* = Pl ) + FH(0h,) < a7 'Wg-1(oa ||a* — i) + F*(0h,)
< ar Wy (o ||t =P |) + FF(0L,)-
Hence F*(pzl) S F*(p:;fg)

The inequality d, (p*) < df, (p*) is obvious. Moreover, from Lemma A.3.3 it is evident
that

*

d;g(p*) = sup ¢ —p' < szl —p*||, forall p € R (p")

q*€RZE (p*)
Taking the infimum over all p}, € R%.(p*) results in

In particular, this shows that the mapping o ~ d (p*) is nonincreasing and therefore con-
tinuous Al-a.e. in (0,00). Let ag > 0 be a point of continuity of df(¢*). Then (A.21)
yields

da,(¢) = lim d3(¢") < dg,(¢") < dg,(¢")

a—>a0
and thus df (¢*) = dg, (¢%). O
Lemma A.3.5. Let p* € Y* and o > 0. Then there exists p}, € R%.(p*) such that

inf  F*(¢*) = F*(p?).
e (") (29)

Proof. From Lemma A.3.1 we find that every minimizing sequence {g};},cn C R« (p*) for
F* is bounded due to the fact that

a Mpgi(allgy — p*I|) + F*(ahy) = 9o, p*) < o0,

Thus there exists a selection n — p(n) and p}, € Y* such that Pp(ny — Pa and sequential weak
lower semicontinuity of ||-||y. and F* eventually shows that

o Mg (allph = ')+ F*(p5) < g(e,p)  and  F*(pj) < et FG).
F*

This, on the one hand, implies that p¥, € R%.(p*) and, on the other hand, proves

inf  F*(¢*) = F*(p).
st (") (29)
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Lemma A.3.6. For every p* € D(F*(-;y)) we have that

lim g(a,p*) = lim inf  F*(¢") = F*(p").

a—00 Qa—00 g*€R%. (p*)
Proof. Let {an},cn C (0,00) be a increasing sequence such that

lim o, = co.
n—oo
From Lemma A.3.5 it follows that for each n € N there exists an element p}, € R (p*) such
that
inf  F*(¢") = F*(p} ).
e o (¢") (Pa.,)

Then we find, according to Lemma A.3.3, that
[Pa, || < Ip* 1+ [lp* = 5, || < "1+ {[p* = P4, || < +oo,
that is, {szn H}neN is bounded and thus we can find an element p} € Y* with

: *
w-lim
n—oo paP("

) =P
for a suitable selection n — p(n). We show that p5, = p* and will then conclude (by a

standard sub-subsequence argument), that the whole sequence { pj;n} weakly converges to
*

p*.

In order to keep the notation transparent, we will assume in the following paragraph, that
Pa, — Dio- Since pi, € R:(p*), it follows from Lemma A.3.2 that for all n € N there exist
elements &,, 0, € Y such that

&0 € Jg-1(an(ply, — ), Op € OF*(pl,) and & +6, =0.

Now choose an arbitrary pair (¢*,() € Y* x Y such that ( € 9F*(¢*). Then the monotonicity
of the subgradient OF™ yields

neN

((=0n,C*—p}, )>0, foralln>1. (A.22)
Moreover, from the fact that 0, = —&, € Jg-1 (an(p* — ps, ) we find
(Ons n (" = 13,)) = 10nll [|en(@h, = %) = 67" ([|an(@h, = 7)) [|an(@h, — 19| (A23)
Using the abbreviation 7(s) = s¢~!(s) and combining (A.22) and (A.23) show
ay 'n(|Jen(ph, —P)[) < (a0 =) + (¢ =5, ) (A.24)

Assume now that infneNszn — p*H > ~ for a constant v > 0 (Note that if such a « can
not be chosen, we can drop a further subsequence that strongly converges to p* and nothing
remains to be shown). Then the monotonicity of ¢~! implies that

Bn = ¢_1 (an szn - p*H) > Cb_l(an’Y)

and consequently one has that 3, — oo as n — oo. Dividing (A.24) by 3, # 0 eventually
gives (note that {H D, is bounded)

}nEN

1p5, = 2| < 87" (B0 = C*) + (6, ¢ =Pl ) < B 16nllllp™ = ¢l + OB, ). (A25)
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Since 0, € J4-1(an(ph, —p*)) it follows from the definition of J,-1 that

10, = ¢ (Oén szn —p*H) =0y, foralln>1.

Hence (A.25) and the weak lower semicontinuity of the dual norm in Y* imply

Ip% = p7I| < liminf||p%, —p*[| < [I¢* = p"].

Since D(0F*) = D(F*) and (* € D(0F*(-;y)) was chosen arbitrarily, this implies that
pio = p* whenever p* € D(F™).

Summarizing we note that for each subsequence of {pzn}
sequence that weakly converges to p*, which shows

nen One can drop a further sub-

w-lim p}, = p*.
n—o0 i

Weak lower semicontinuity of F™* hence gives

lim F*(pg,) = F*(p®).

n—oo

From Lemma A.3.4 it follows that F*(p}, ) < F*(p*) for all n € N. Thus it follows that

lim  inf F*(¢*) = lm F*(p} ) = F*(p").

000 g* R (p*) n—o0
We complete the proof by observing that for all n € N

F*(ph,) < ay g1 (an ||ps, —p*|)) + F*(05,) = g9lan, p*) < F*(p%),
where the last inequality follows from Lemma A.3.3. ]

Remark A.3.7. If p* € D(F*), one has
Jim_g(a,p®) = +oo (= F*(p7))-

The next Lemma shows that for each fixed p* € Y*, the mapping a — g(a, p*) is differen-
tiable a.e. in [0, 00). The assertion corresponds to [9, Lem. 3.1.4].

Lemma A.3.8. For given p* € Y* the mapping o — g(«, p*) is differentiable a.e. in (0, c0)
and

d *\ 1 -1 +, %
dag(a’p ) - a2¢¢ (¢ (ada (p ))) )
where d is defined in (A.20).

Proof. Let p* € Y* and «, € (0,00). Moreover, choose pj, € Ry.(p*) and pj; € Rlﬁ},* (p¥).
Recall from (2.18) in Chapter 2 that for all s > 0

¢ (s)s — g-1(s) = Yo7 (5)). (A.26)
First, we remark that from the definition of ¢ in (A.15) it follows that
gla,p*) = inf a™Myr(allg’ —p*l) + F(q") < a™ g (a||ph — b)) + F*(0p)-
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This yields

g9(o,p*) — g(8,p%) < o Mg (a||ph — p*||) + F*(ph) — 9(8,p%)
=a "Wy (a|lps —p*|) + F* ) — (B bs-1 (8 ||ps — p*||) + F*(0}))
= a g1 (a|lph — o)) = B -1 (B0 — 7).

If 8 < « this implies

)

o) — g(Bp) _ @ Yo @lps =) = e 8 o o
a—p B a—pf

After passing 3 — o~ it follows from the fact that %%_1(5) = ¢~ 1(s) and (A.26)

(A.27)

d~ d~
Tad@r) < g (a7 e (alpp - p7))

(a|lps = p*|))ellps — p*[| = vo-1(alph - p*]))
2

<
~ da
gbfl

(67

_ el¢” (ellps —p"|D).

a2
Since the mapping s +— ¢¢(¢_1(5)) is nondecreasing, we can take the infimum over all pj; €
Rg* (p*) in above formula and obtain (recall the definition of d, (p*) in A.16)

g0, < (6 (adz (7). (429

Vice versa, if § > a we end up with

)

g(e,p”) = 9(B,p") _ a1 (a HPE —p"||) = B (8 Hpg —p*
a—p3 N a—p

and consequently after passing 3 — a* and taking the supremum over all p/’g € Rg* (p*) this
gives
d” o> 2 “Hadt (p* A.29
g0 p) 2 a6 (@ dE (7)) (4.29)
According to Lemma A.3.3 the mapping a — g(«,p*) is nondecreasing and therefore differ-
entiable for A-a.e. a > 0. Therefore it follows from (A.28) and (A.29) that

1 - . d L1 IR
—50s(67 (@ dg () < —-g(a,p") < —53h(¢7 (@ dy (7)), for A-ae. a >0,
The assertion now follows from (A.20). O

Combining Lemma A.3.6 and Lemma A.3.8 and taking into account Remark A.3.7 shows

Proposition A.3.9. Let p* € Y* and o > 0. Then, for all p¥, € R%.(p*) one has that

P - P00 = a e allgh —p' D+ [ el o) do (A30)

«
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Proof. According to Lemma A.3.8 one has for A-almost all 3 > 0 that

B B
9(B0) ~ glp) = [ g do = [ Suglom wdben) do.

«

Since p¥, € R%.(p*) this implies (recall the definition of g(a, p*) in (A.15)) that

p1
9(B,p") — F*(ps) = o " (a|lph, — p*II) + / EW(cb‘l(w A5 (p"))) dw.

«

When passing to the limit § — oo the assertion follows from Lemma A.3.6 (see also Remark
A3.7). O

We close this section with an estimate for the slope |0F*(-;y)| (cf. Definition A.2.2).
Lemma A.3.10. Let p* € Y* and a > 0. Then the estimate
OF(59)l (5) < ¢~ (alpa — 71D
holds for all p}, € R%.(p*).

Proof. Since p}, € R%.(p*), it follows from Lemma A.15 that there exist elements &,0 € Y
with
€€ (alph—pY), 0€0F(p,) and £+0=0.

Hence from the definition of the subgradient it follows that
F(pa) = F*(¢") < (0,pa —¢"), forallg"eY™

Since £ € Jy-1(a(pl,—p*)) it follows that [|6]| = [|¢]| = ¢~ (a ||, — p*||) and thus the previous
estimate together with Lemma A.2.2 (2) gives

0P| (h) = sup L W)= FUT)
geva\(pry  IIph — |

<o alp* =il
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