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ABSTRACT. The purpose of this paper was to propose a procedure for testing the equality of several regression curves $f_i$ in non-parametric regression models when the noise is inhomogeneous and heteroscedastic, i.e. when the variances depend on the regressor and may vary between groups. The presented approach is very natural because it transfers the maximum likelihood statistic from a heteroscedastic one-way analysis of variance to the context of non-parametric regression. The maximum likelihood estimators will be replaced by kernel estimators of the regression functions $f_i$. It is shown that the asymptotic distribution of the obtained test statistic is nuisance parameter free. Asymptotic efficiency is compared with a test of Dette & Neumeyer [Annals of Statistics (2001) Vol. 29, 1361–1400] and it is shown that the new test is asymptotically uniformly more powerful. For practical purposes, a bootstrap variant is suggested. In a simulation study, level and power of this test will be briefly investigated and compared with other procedures. In summary, our theoretical findings are supported by this study. Finally, a crop yield experiment is reanalysed.
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1. Introduction

A classical theme of statistical analysis is the comparison of two (or more) groups, which are measured under different experimental conditions. As an example consider, for instance, the comparison of wage functions in different groups defined by gender or location (see Lavergne, 2001, for more examples). To simplify notation we will restrict, for the moment, to the case of two groups, the extension to three and more groups will be presented later on. In the context of regression, one observes independent real-valued data $Y_{ij}$, which follow the model

$$Y_{ij} = f_i(t_{ij}) + \sigma_i(t_{ij})\epsilon_{ij}, \quad j = 1, \ldots, n_i, \quad i = 1, 2,$$

(1)

where $t_{ij}$ are fixed locations of measurements, $f_i$ denote the unknown regression functions, $f_i(t_{ij}) = E[Y_{ij}]$, and $\sigma_i^2$ the unknown variance functions, $\sigma_i^2(t_{ij}) = \text{var}(Y_{ij})$ of the $i$th group ($i = 1, 2$). The errors $\epsilon_{ij}$ are assumed to be independent random variables with mean 0 and variance 1. Our aim is to test the equality of the regression functions $f_1$ and $f_2$.

Under a parametric assumption on the error $\epsilon_{ij}$ and the functions $f_i$ and $\sigma_i^2$ this leads to the analysis of covariance (see Scheffé, 1959 or Chow, 1960). Without these assumptions, in particular, when the functional form of $f_i$ is not specified, this is denoted as the non-parametric analysis of covariance (Young & Bowman, 1995) and has received much attention.
cannot be applied in the general model (1) because often it is assumed that sample sizes are equal, the regressors follow the same distribution between populations, or that there is a homoscedastic error, i.e. the variances $\sigma_i^2$ are independent of the regressor $t$. For the general setting (1), there are only a very few tests available, see Cabus (1998), Dette & Neumeyer (2001), Lavergne (2001), Gørgens (2002) and Neumeyer & Dette (2003). Whereas Lavergne (2001) and Gørgens (2002) consider a stochastic regressor, Cabus (1998) and Neumeyer & Dette (2003) use test-statistics, which are based on the associated marked empirical process. Recently, Pardo-Fernández et al. (2006) proposed a test based on a comparison of the empirical distributions of estimated errors in the two models.

The presented method is related to Dette & Neumeyer’s (2001) test and Fan et al.’s (2001) test in the case of a one-dimensional predictor. Dette & Neumeyer (2001) compared, theoretically as well as using Monte Carlo study, their test with various tests from the literature (see Hall & Hart, 1990; Delgado, 1993; Kulasekera, 1995; Munk & Dette, 1998; Yatchew, 1999, among many others). As pointed out by Gørgens (2002) many tests in the literature have been shown to be superior to Dette & Neumeyer’s (2001) test with respect to power.

More specifically, our test is based on the idea to compare a weighted ‘least squares’ estimator under the assumption of equal regression curves with an estimator, which is based on non-parametric estimators $\hat{f}_i$ for $f_i$, exactly as in a parametric analysis of covariance. To motivate the procedure assume for the moment the regression functions to be constant and known $f_i(x) = \mu_i$, the variance functions to be constant and known $\sigma_i^2(t) = \sigma_i^2$ and the errors $\varepsilon_{ij}$ to be normally distributed. In other words, consider testing the equality of the means $H_0 : \mu_1 = \mu_2$ in two samples

$$Y_{ij} \overset{i.i.d.}{\sim} N(\mu_i, \sigma_i^2), \quad j = 1, \ldots, n_i, \quad i = 1, 2.$$  

The maximum likelihood method leads to the estimates $\hat{\mu}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} Y_{ij}$ in the individual samples $(i = 1, 2)$, and

$$\hat{\mu} = a\hat{\mu}_1 + (1-a)\hat{\mu}_2, \quad \text{where} \quad a = \frac{\sigma_1^{-2} n_1}{\sigma_1^{-2} n_1 + \sigma_2^{-2} n_2},$$  

in the pooled sample (under $H_0$). The logarithm of the likelihood ratio has the form

$$\frac{1}{N} \sum_{i=1}^{2} \sum_{j=1}^{n_i} (Y_{ij} - \hat{\mu})^2 \sigma_i^{-2} - \frac{1}{N} \sum_{i=1}^{2} \sum_{j=1}^{n_i} (Y_{ij} - \hat{\mu})^2 \sigma_i^{-2},$$  

where $N = n_1 + n_2$ denotes the total sample size. Now, we transfer this statistic to a non-parametric set-up and consider in the non-parametric regression model (1) the class of pooled estimators

$$\hat{f}(x) = a(x) \hat{f}_1(x) + (1-a(x)) \hat{f}_2(x),$$  

where $\hat{f}_i$ denote kernel-based estimators of the regression functions $f_i (i = 1, 2)$. In this class, minimization of the asymptotic mean-squared error

$$\text{AMSE}[\hat{f}] = a^2(x) \int K^2(u) \, du \frac{\sigma_1^2(x)}{n_1 hr_1(x)} + (1-a(x))^2 \int K^2(u) \, du \frac{\sigma_2^2(x)}{n_2 hr_2(x)},$$  
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where $h$ denotes a smoothing parameter that fulfils conditions (14) stated in section 2, and $K$ denotes a proper kernel function, gives the weight

$$a(x) = \frac{\sigma_i^{-2}(x)n_ir_i(x)}{\sigma_i^{-2}(x)n_i + \sigma_2^{-2}(x)n_2r_2(x)},$$

where $r_i$ denotes the design density in the $i$th sample. Now, we replace $\sigma_i^{-2}$ and $r_i$ by appropriate kernel-based estimators $\hat{\sigma}_i^{-2}$, $\hat{r}_i$ ($i = 1, 2$) and denote by $\hat{f}$ the resulting pooled estimator $\tilde{f}$ as in (4). Hence, as a test-statistic for hypotheses (2), we consider in analogy of (3),

$$T_N = \frac{1}{N} \sum_{i=1}^{2} \sum_{j=1}^{n_i} (Y_{ij} - \hat{f}(t_{ij}))^2 \hat{\sigma}_i^{-2}(t_{ij}) - \frac{1}{N} \sum_{i=1}^{2} \sum_{j=1}^{n_i} (Y_{ij} - \hat{f}_i(t_{ij}))^2 \hat{\sigma}_i^{-2}(t_{ij}).$$

Note that the motivation of our procedure is similar to the method of generalized likelihood ratio statistics introduced by Fan et al. (2001), confer Remark 1. We will show that under the null hypothesis the standardized test-statistic

$$N\sqrt{h} \left( T_N - \frac{C}{Nh} \right)$$

is asymptotically centred normal, where the asymptotic variance as well as $C$ only depend on the kernel function $K$. This feature has been phrased by Fan et al. (2001) as the new Wilks phenomenon and might be particularly appealing for practical purposes because asymptotically the resulting test does not depend on any nuisance parameter, such as $f_i$, $\sigma_i^{-2}$ or on the distribution of the $\epsilon_{ij}$, in contrast to most procedures suggested in the literature (a notable exception is Gørgens, 2002).

The rest of the paper is organized as follows. In section 2, we present the required theory. The asymptotic behaviour under fixed and local alternatives is discussed and it is shown that the test of Dette & Neumeyer (2001) is outperformed in general. Only in special cases asymptotically these tests achieve the same power. We show that in particular, when the variances are inhomogeneous, i.e. unequal in both groups, or when they are heteroscedastic, i.e. dependent on the regressor, the new test gains significantly in power. We mention that from a practical point of view the case of inhomogeneous variances is very common in applications. For analysis of variance (ANOVA) models, this is well known as the celebrated Behrens–Fisher problem (see, for example, Weerahandi, 1987); in our context of non-parametric analysis of covariance, we refer to Gørgens (2002) for an econometric example. Hence, our method may be regarded as an approach, which adapts automatically to inhomogeneous and heteroscedastic variability. In section 3, we address the selection of smoothing parameters from a theoretical (section 3.1) and practical point of view (section 3.2). In particular, we investigate the power and level of the proposed test numerically, and we find the test to be superior to Dette & Neumeyer’s (2001) test with respect to power. A sensitivity analysis of the bandwidth required in the estimators $\hat{f}_i$ and $\hat{f}$ in (6) is performed and we find that the actual level of our test is robust for a large scale of bandwidths but quite sensitive with respect to power. Finally, in section 4, we illustrate the performance of our method by an example where we investigate whether there is a difference in the onion yield as a function of plant density in two locations in South Australia. Section 5 contains some concluding remarks. Proofs are postponed to Appendix to keep the paper more readable. We mention that because of the additional estimation of the optimal weighting function $a$ in (5) the proofs are technically much more involved as it is the case for the statistic considered in Dette & Neumeyer (2001).
2. Asymptotic theory

2.1. Notation and main results

In this section, we will start with extending $T_N$ in (6) to the case of $k$ samples, i.e. we are concerned with the model

$$Y_{ij} = f_i(t_{ij}) + \sigma_i(t_{ij}) e_{ij}, \quad j = 1, \ldots, n_i, \quad i = 1, \ldots, k,$$

and the testing problem is

$$H_0 : f_1 = \cdots = f_k \text{ versus } H_1 : f_i \neq f_j \text{ for some } i \neq j.$$  

Further, assume for the sample sizes that

$$n_i / N = \kappa_i + O \left( \frac{1}{N} \right), \quad i = 1, \ldots, k,$$

where $\kappa_i \in (0, 1)$ and $N = \sum_{j=1}^k n_j$ denotes the total sample size. The fixed design points $t_{ij}$ can be modelled by a so-called design density $r_i$ on $[0, 1]$ such that

$$\int_0^{t_{ij}} r_i(t) \, dt = \frac{j}{n_i}, \quad j = 1, \ldots, n_i, \quad i = 1, \ldots, k,$$

see Sacks & Ylvisaker (1970). We further assume the densities $r_i$ and the variance functions $\sigma_i^2$ to be bounded away from zero, i.e.

$$\inf_{t \in [0, 1]} r_i(t) > 0, \quad \inf_{t \in [0, 1]} \sigma_i^2(t) > 0, \quad i = 1, \ldots, k.$$  

The densities, regression and variance functions are assumed to be $d$-times continuously differentiable, i.e.

$$r_i, f_i, \sigma_i \in C^d(0, 1), \quad i = 1, \ldots, k,$$

where $d \geq 2$. As mentioned in section 1 our approach is based on kernel estimators of $f_i$ and $\sigma_i^2$. To this end, we require a symmetrical kernel $K : \mathbb{R} \to \mathbb{R}$, which is compactly supported and of order $d$ (cf. Gasser et al., 1985), i.e.

$$\frac{(-1)^j}{j!} \int K(u) u^j \, du = \begin{cases} 1, & j = 0 \\ 0, & 1 \leq j \leq d - 1 \\ k_d \neq 0, & j = d \end{cases}, \quad \int K^2(u) \, du < \infty.$$  

Let $h = h_N$ denote a sequence of bandwidths, such that

$$Nh^{2d} \to 0 \quad \text{and} \quad Nh^d (\log h)^2 \to \infty \text{ for } N \to \infty.$$  

In the following, we require various estimators for $r_i, f_i$ and $\sigma_i^2$. To be concise, the theory will be presented for Nadaraya–Watson-type estimators. However, we mention that local polynomial estimators of higher order will work as well, of course, and because of their better performance at the boundary of the regressor space even better performance is to be expected (Fan & Gijbels, 1996). However, because the suggested test-statistic is an integrated quantity of these function estimators, the boundary behaviour will be of minor importance in the present context. To estimate the design densities $r_i$, we use

$$\hat{r}_i(x) = \frac{1}{n_i h} \sum_{j=1}^{n_i} K \left( \frac{x - t_{ij}}{h} \right),$$

which yields an estimator for $f_i$,

$$\hat{f}_i(x) = \frac{1}{n_i h} \sum_{j=1}^{n_i} K \left( \frac{x - t_{ij}}{h} \right) Y_{ij} \frac{1}{\hat{r}_i(x)}, \quad i = 1, \ldots, k.$$  

Following the same idea as in section 1, we end up with a k-sample generalization of the ANOVA-Welch statistic (Welch, 1937)

$$T_N = \frac{1}{N} \sum_{i=1}^{k} \sum_{j=1}^{n_i} (Y_{ij} - \hat{f}(t_{ij}))^2 \hat{\sigma}^2_i (t_{ij}) - \frac{1}{N} \sum_{i=1}^{k} \sum_{j=1}^{n_i} (Y_{ij} - \hat{f}(t_{ij}))^2 \hat{\sigma}^2_i (t_{ij}),$$  \hspace{1cm} (17)

where a pooled estimator of $f$ is obtained as (when $f_1 = f_2 = \cdots = f_k = f$),

$$\hat{f}(x) = \frac{\sum_{i=1}^{k} \sum_{j=1}^{n_i} K(\frac{x-t_{ij}}{h}) Y_{ij} \hat{\sigma}^2_i (t_{ij})}{\sum_{i=1}^{k} \sum_{j=1}^{n_i} K(\frac{x-t_{ij}}{h}) \hat{\sigma}^2_i (t_{ij})},$$  \hspace{1cm} (18)

and $\hat{f}_i$ was defined in (16), for $i = 1, \ldots, k$. Finally, the variances $\sigma^2_i$ have to be estimated by a non-parametric estimator, in general (see section 3.1 for a more detailed discussion). We propose an estimator which is similar in spirit to those estimators in Ruppert et al. (1997), Fan & Yao (1998) and Härdle & Tsybakov (1997). In the present context, we define

$$\hat{\sigma}^2_i (x) = \frac{1}{n_i h} \sum_{j=1}^{n_i} K(\frac{x-t_{ij}}{h}) (Y_{ij} - \hat{f}(t_{ij}))^2 \frac{1}{\hat{f}(x)}, \hspace{1cm} i = 1, \ldots, k.$$  \hspace{1cm} (19)

Note that for $k = 2$, $\hat{f}$ equals $\hat{f}$ defined in (4) using the weights (5) with estimators (15) and (16), that is

$$\hat{f}(x) = \hat{\alpha}(x) \hat{f}_1 (x) + (1 - \hat{\alpha}(x)) \hat{f}_2 (x), \hspace{1cm} \text{where} \hspace{1cm} \hat{\alpha}(x) = \frac{\hat{\sigma}^2_1 (x) n_1 \hat{f}_1 (x)}{\hat{\sigma}^2_1 (x) n_1 \hat{f}_1 (x) + \hat{\sigma}^2_2 (x) n_2 \hat{f}_2 (x)}.$$  

Theorem 1 gives the asymptotic distribution of the test-statistic $T_N$.

**Theorem 1**

Assume model (7), where the $\epsilon_{ij}$ are independent centred random variables with variance $\text{var}(\epsilon_{ij}) = 1$ and $E[\epsilon_{ij}^2] \leq M < \infty$ $\forall i, j$. Then under assumptions (9)–(14) and $H_0: f_1 = \cdots = f_k = f$, for $T_N$ defined in (17) it holds that

$$N \sqrt{h} \left( T_N - \frac{C}{Nh} \right) \xrightarrow{D} N(0, \tau^2),$$

where $N(0, \tau^2)$ denotes a centred normal random variable with variance

$$\tau^2 = 2(k-1) \int (2K - K \ast K)^2 (u) \, du,$$

where $\ast$ denotes convolution. The constant $C$ is defined as $C = 2K(0) - \int K^2 (u) \, du$.

**Remark 1.** Fan et al. (2001) introduced the method of generalized likelihood ratio test-statistics in the context of various non-parametric one-sample problems. This method has a similar motivation as is given in section 1 for our test-statistic. In spirit of these authors to show the coherence to parametric maximum likelihood ratio tests, we can write our asymptotic result as

$$\frac{r_K \lambda_N - b_N}{\sqrt{2b_N}} \xrightarrow{D} N(0, 1),$$

where $\lambda_N = NT_N/2,$

$$r_K = \frac{K(0) - \frac{1}{2} \int K^2 (u) \, du}{(k-1) \int (2K - K \ast K)^2 (u) \, du},$$
Theorem 2 allows one to test precise sample sizes. For a careful discussion of these issues, cf. Munk & Dette (1998). Similarly, where \[ H_0 \] leaves the experimenter in the difficult situation whether rejection of \( H_0 \) from equality in terms of the discrepancy measure does not depend on unknown parameters.

The aforementioned authors refer to as the new Wilks phenomenon, i.e. the asymptotic distribution does not depend on unknown parameters.

\[ \text{Theorem 2} \]

Assume that \( f_i \neq f_j \) on a set of positive Lebesgue measure for some \( i \) and \( j \) in \( \{1, \ldots, k\} \). Under the assumptions of Theorem 1 we have

\[ \sqrt{N} (T_N - \mu) \xrightarrow{N \to \infty} \mathcal{N}(0, \gamma^2), \]

where the constants are defined as

\[ \mu = \sum_{j=1}^{k} \sum_{l=1}^{k} \int (f_j - f_l)^2(x) \frac{\sigma_j^{-2}(x)k_jl_j(x)\sigma_l^{-2}(x)k_l(x)}{\sum_{l=1}^{k} \sigma_l^{-2}(x)k_l(x)} \, dx \quad \text{and} \quad \gamma^2 = 4\mu. \]  

(21)

Theorem 2 can be utilized in various ways. First, a power approximation can be obtained via

\[ P_{H_1} \left( \frac{N \sqrt{h} (T_N - \frac{C}{Nh})}{\tau} > u_{1-\alpha} \right) = \Phi \left( \frac{\mu \sqrt{N} - \tau u_{1-\alpha} - \frac{C}{\gamma \sqrt{Nh}}}{\gamma \sqrt{Nh}} \right) + o(1) \]

\[ = \Phi \left( \frac{\mu \sqrt{N}}{\gamma \sqrt{Nh}} \right) + o(1). \]  

(22)

We will use this result in section 2.2 to compare the presented test with a procedure of Dette & Neumeyer (2001) in terms of power, see Lemma 1.

Second, a simple one-sided \((1-\alpha)\) confidence interval for the discrepancy measure \( \mu \) in (21) between the functions \( f_i \) (\( i = 1, \ldots, k \)) is obtained as \((0 < \alpha < 1/2)\)

\[ CI_{1-\alpha} = \left[ 0, T_N + \sqrt{T_N c + \frac{c^2}{4} + \frac{c}{2}} \right] \]  

(23)

where \( c = 4u_{1-(\alpha/2)}/N \). The confidence interval (23) might be of some practical appeal because it gives a more accurate insight into how much the true regression functions \( f_1, \ldots, f_k \) deviate from equality in terms of the discrepancy measure \( \mu \). In contrast, a simple decision based on (20) leaves the experimenter in the difficult situation whether rejection of \( H_0 \) is based on a significantly relevant difference between the \( f_i \), or in the case of acceptance, whether there is really evidence in favour of \( f_1 = \cdots = f_k \) or just a lack of power, e.g. because of too small sample sizes. For a careful discussion of these issues, cf. Munk & Dette (1998). Similarly, Theorem 2 allows one to test precise \( L^2 \)-neighbourhoods

\[ H_{\delta_0}: \mu > \delta_0 \] versus \( K_{\delta_0}: \mu \leq \delta_0, \]

where \( \delta_0 \) is a preassigned discrepancy the experimenter is willing to tolerate.

Finally, we mention that the test in (20) can detect local alternatives of the form

\[ H_{i_0}: f_i = f + \frac{g_i}{(N \sqrt{h})^{1/2}} \] for \( i = 1, \ldots, k \), where \( g_i \neq g_j \) for some \( i \neq j \),

(24)
Non-parametric analysis of covariance

where $f, g_i \in C^2(0, 1)$, that tend to the null hypothesis at a rate $1/(N\sqrt{h})^{1/2}$. Under the local alternatives $H_{1,N}$, the test-statistic

$$N\sqrt{h}\left(T_N - \frac{C}{Nh}\right)$$

converges in distribution to a normal distribution $\mathcal{N}(\Delta, \tau^2)$ with mean

$$\Delta = \frac{1}{k} \sum_{j=1}^{k} \sum_{i_{\leq j}} \int (g_i - \bar{g})^2(x) \frac{\sigma_i^{-2}(x)\kappa_i r_i(x)}{\sum_{i=1}^{k} \sigma_i^{-2}(x)\kappa_i r_i(x)} \, dx.$$ 

The constants $C$ and $\tau^2$ are defined in Theorem 1. Under (24) we obtain the following first-order approximation of the power,

$$P_{H_{1,N}} \left( N\sqrt{h}\left(T_N - \frac{C}{Nh}\right) > \tau u_{1-\alpha} \right) = \Phi \left( \frac{\Delta}{\tau} - u_{1-\alpha} \right) + o(1).$$

(25)

2.2. Comparison with a procedure of Dette & Neumeyer (2001)

To simplify the presentation, we restrict to the case $k = 2$ in this section. The presented test-statistic $T_N$ is an enhancement of Dette & Neumeyer’s (2001) test-statistic

$$T_N^{(1)} = \frac{1}{N} \sum_{i=1}^{2} \sum_{j=1}^{n_i} (Y_{ij} - \tilde{f}(t_i))^2 - \frac{1}{N} \sum_{i=1}^{2} \sum_{j=1}^{n_i} (g_i - \bar{g})^2,$$

where the pooled regression estimator is defined as

$$\tilde{f}(x) = \frac{\sum_{i=1}^{2} \sum_{j=1}^{n_i} \kappa_i(x) Y_{ij}}{\sum_{i=1}^{2} \sum_{j=1}^{n_i} \kappa_i(x)}.$$ 

(27)

$T_N^{(1)}$ does not take into account explicitly the potentially inhomogeneous or heteroscedastic variance functions in the two samples, albeit the test is consistent in these cases. The combined regression estimator $\tilde{f}$ and the test-statistic $T_N^{(1)}$ conform with the definitions of $\tilde{f}$ in (18) and $T_N$ in (6) but with replacing the variance estimates $\hat{\sigma}_i^2(\cdot)$ by the constant value 1 ($i = 1, 2$). Under the assumptions of Theorems 1 and 2, the statistic $T_N^{(1)}$ has an asymptotic normal law, similar to $T_N$, but with different constants, i.e.

$$N\sqrt{h}\left(T_N^{(1)} - \frac{\tilde{C}}{Nh}\right) \xrightarrow{d_{N \to \infty}} \mathcal{N}(0, \tilde{\tau}^2) \quad \text{(under } H_0)$$

$$\sqrt{N}(T_N^{(1)} - \tilde{\mu}) \xrightarrow{d_{N \to \infty}} \mathcal{N}(0, \tilde{\tau}^2) \quad \text{(under } H_1),$$

where

$$\tilde{C} = \left[2K(0) - \int K^2(u) \, du \right] \left( \int \sigma_1^2(x) \, dx + \int \sigma_2^2(x) \, dx - \int \frac{\sigma_1^2(x)\kappa_1 r_1(x) + \sigma_2^2(x)\kappa_2 r_2(x)}{\kappa_1 r_1(x) + \kappa_2 r_2(x)} \, dx \right)$$

$$\tilde{\tau}^2 = 2 \int (2K - K*K)^2(u) \, du \int \frac{\sigma_1^2(x)\kappa_1 r_1(x) + \sigma_2^2(x)\kappa_2 r_2(x)}{\kappa_1 r_1(x) + \kappa_2 r_2(x)} \, dx$$

$$\tilde{\mu} = \int (f_1 - f_2)^2(x) \frac{\kappa_1 r_1(x)\kappa_2 r_2(x)}{\kappa_1 r_1(x) + \kappa_2 r_2(x)} \, dx$$

$$\tilde{\tau}^2 = 4 \int (f_1 - f_2)^2(x) \frac{\kappa_1 r_1(x)\kappa_2 r_2(x)(\sigma_2^2(x)\kappa_2 r_2(x) + \sigma_1^2(x)\kappa_1 r_1(x))}{(\kappa_1 r_1(x) + \kappa_2 r_2(x))^2} \, dx.$$ 

Note, that Dette & Neumeyer’s (2001) result holds under slightly less restrictive assumptions on the bandwidth, however, at the price of an additional bias term. A similar generalization could be shown for our statistic as well.
The power approximation (22) (which is analogously valid for $T^{(1)}_N$) motivates that a large value of the ratio of the mean to the asymptotic standard deviation under the alternative yields large power. This gives us the possibility to compare the two competing procedures and leads to the following result.

Lemma 1

Under the assumptions of Theorem 2 (for $k = 2$) we obtain for the asymptotic signal-to-noise ratio of $T_N$ and $T^{(1)}_N$ that

$$\frac{\bar{\mu}}{\bar{\gamma}} \leq \frac{\mu}{\gamma}.$$  

(28)

Proof. From Cauchy–Schwarz’s inequality, we obtain

$$\bar{\mu} = \int (f_1 - f_2)^2(x) \frac{k_{1r_1}(x)k_{2r_2}(x)}{k_{1r_1}(x) + k_{2r_2}(x)} \, dx$$

$$\leq \left( 4 \int (f_1 - f_2)^2(x) \frac{k_{1r_1}(x)k_{2r_2}(x)(\sigma_1^2(x)k_{1r_1}(x) + \sigma_2^2(x)k_{2r_2}(x))}{(k_{1r_1}(x) + k_{2r_2}(x))^2} \, dx \right)^{1/2}$$

$$\times \left( \frac{1}{4} \int (f_1 - f_2)^2(x) \frac{k_{1r_1}(x)k_{2r_2}(x)}{\sigma_2^2(x)k_{1r_1}(x) + \sigma_1^2(x)k_{2r_2}(x)} \, dx \right)^{1/2}$$

$$= \tilde{\gamma} \left( \frac{1}{2} \right) \mu^{1/2} = \tilde{\gamma} \frac{\mu}{\gamma},$$

which gives the assertion.

It follows from the Cauchy–Schwarz inequality that one obtains equality in (28) if and only if there exists a constant $c$ such that a.e.

$$\frac{\sigma_1^2k_{1r_1} + \sigma_2^2k_{2r_2}}{k_{1r_1} + k_{2r_2}} = c.$$  

This holds in the case of homoscedastic and equal variances in the two samples or in the case of equal design densities and homoscedastic variances. However, from Lemma 1, we also see that Dette & Neumeyer’s (2001) statistic becomes inefficient compared with that of our approach, when $\mu/\gamma$ is large compared with $\tilde{\mu}/\tilde{\gamma}$. As an example, assume that $\kappa_1 = \kappa_2 = \frac{1}{2}$ (equal sample sizes), $r_1 \equiv 1$ (uniform designs) and let $f_1 - f_2 \equiv 1$. Then

$$\tilde{\mu} = \frac{1}{4}, \quad \tilde{\gamma} = \frac{1}{\sqrt{2}} \left\{ \int (\sigma_1^2(x) + \sigma_2^2(x)) \, dx \right\}^{1/2}, \quad \mu = \frac{1}{2} \int (\sigma_1^2(x) + \sigma_2^2(x))^{-1} \, dx, \quad \mu/\gamma = \frac{1}{2} \sqrt{\mu}.$$

Hence inequality (28) in Lemma 1 becomes equivalent to

$$\left( \int (\sigma_1^2(x) + \sigma_2^2(x)) \, dx \right)^{-1/2} \leq \left( \int (\sigma_1^2(x) + \sigma_2^2(x))^{-1} \, dx \right)^{1/2}.$$  

For example, if $\sigma_1^2(x) + \sigma_2^2(x) = \infty$, the RHS is infinity, and it is expected that in this case our test outperforms the test of Dette & Neumeyer (2001) significantly. We will investigate this in more detail in section 3.2 where a simulation study is presented.

Remark 2. Under the local alternatives $H_{1\gamma}$ considered in (24) (for $k = 2$) the statistic $T^{(1)}_N$ of Dette & Neumeyer (2001) shows a similar behaviour like $T_N$ but with asymptotic variance $\tilde{\tau}^2$ and mean

$$\tilde{\Delta} = \int (g_1 - g_2)^2(x) \frac{k_{1r_1}(x)k_{2r_2}(x)}{k_{1r_1}(x) + k_{2r_2}(x)} \, dx.$$
Because of the power approximation in (25) an inequality of the form \( \Delta / \tau \leq \Delta / \tau \) as in Lemma 1 for local alternatives would be desirable but is not valid in general.

Remark 3. In the random design case, the design points \( t_j \) \((j = 1, \ldots, n)\) are i.i.d. realizations of a random variable \( X_i \) with design density \( r_i \) \((i = 1, 2)\). In this setting, the asymptotic distribution under the null hypothesis \( H_0 \) stated in Theorem 1 remains valid; but under the fixed alternative \( H_1 \), the asymptotic variance changes to

\[
\gamma^2 + \sum_{i=1}^{N_i} \var(X_i) \frac{\sum_{j=1}^{k_i} \left( r_j f_i(x) \left[ (f_i r_j)^2(x) - \left( f_i r_j f_i(x) \right)^2 \right] \right)^2}{\sum_{j=1}^{k_i} \var(X_i) r_j^2 f_i(x)}
\]

where \( \gamma^2 \) is defined in Theorem 2 \((k = 2)\).

3. Bandwidth selection and additional prior information on the variances

3.1. Theoretical considerations

All results can be generalized to the use of different bandwidths in the three regression estimates, i.e. bandwidths \( h_i \) in \( \hat{f}_i(\cdot) \) defined in (16), \( i = 1, \ldots, k \), and a bandwidth \( h \) in the pooled estimator \( \hat{f}(\cdot) \) defined in (18), cf. Remark 2.7 in Dette & Neumeyer (2001). However, we will not pursue this here. Note that the bandwidth conditions (14) required here are slightly more restrictive than the bandwidth conditions used by Dette & Neumeyer (2001), who also obtained slightly different asymptotics. This is because of the appearance of an additional bias that originates from the variance estimation (19). An advantage of our statistic is that it can be modified in various ways because of prior knowledge on the variances to weaken these bandwidth conditions and to simplify the required estimators. On the one hand, if homoscedasticity of the variances can be assumed, i.e. \( \sigma_i^2(\cdot) = \sigma_i^2, i = 1, \ldots, k \), then for the estimation of the constant variance within the \( i \)th sample every estimator that satisfies

\[
\hat{\sigma}_i^2 - \sigma_i^2 = O_p \left( \frac{1}{\sqrt{N}} \right), \quad i = 1, \ldots, k
\]

can be used, see, for example, Rice (1984) and Hall & Marron (1990) for an estimator which is asymptotically efficient. The bandwidth conditions (14) can then be weakened to the conditions used by Dette & Neumeyer (2001),

\[
h = O(N^{-2(4d+1)}) \quad \text{and} \quad Nh^2 \to \infty \quad \text{for} \quad N \to \infty
\]

and under these conditions we obtain the following limit distributions. Under the null hypothesis \( H_0 \) of equal regression functions we have

\[
N \sqrt{h} \left( T_N - Bh_{2d} \frac{C}{N h} \right) \xrightarrow{D} N(0, \tau^2),
\]

where the constant \( B \) is defined by

\[
B = k_d^2 \left( \int \frac{\sum_{i=1}^{k} \sigma_i^{-2} \kappa_i (f_i r_i^{d}) - (f_i r_i f_i^{d})(x))^2}{\sum_{i=1}^{k} \sigma_i^{-2} \kappa_i r_i(x)} \ dx \right.
- \sum_{i=1}^{k} \kappa_i \int \left\{ (f_i r_i)^{d}(x) - (f_i r_i f_i(x))^2 \right\} \frac{1}{\sigma_i^2 f_i(x)} \ dx \right).
\]

\( k_d \) is defined in (13) and \( C \) and \( \tau^2 \) are defined in Theorem 1.

Under the fixed alternative \( H_1 \), the same limit distribution as in Theorem 2 holds. If additionally, equality of the variances \( \sigma_i^2 = \sigma_0^2, i = 1, \ldots, k \), can be assumed, \( \sigma_0^2 \) could be estimated.
from the pooled sample, of course. However, in this case weighting by the variances is not necessary at all and our test-statistic essentially reduces to the statistic by Dette & Neumeyer (2001).

On the other hand, the less restrictive bandwidth conditions (29) can also be sufficient in the case where we have extra information about the smoothness of the variance functions. We consider the following setting. Condition (12) is replaced by the assumption

\[ r_i, f_i \in C^d(0, 1), \quad \sigma_i^2 \in C^s(0, 1), \quad i = 1, \ldots, k, \]

where \( s > d \). Moreover, instead of \( K \) and \( h \) we use a kernel \( \tilde{K} \) of order \( s \) and a bandwidth \( b = b_N \) in the definition (19) of the variance estimate. In place of the bandwidth conditions (14), we assume

\[ Nb^{2s} \to 0, \quad Nh^2 \to \infty, \quad h^{2d + 1/2} = o(b) \quad \text{and} \quad \frac{b}{\sqrt{h}} = O(1) \quad \text{as} \quad N \to \infty \]

for bandwidth \( b \) and the conditions (29) for the bandwidth \( h \) used for the regression estimators. Under these assumptions, the same limit distributions for \( T_N \) under \( H_0 \) and \( H_1 \) as stated above for the homoscedastic case hold. In section 3.2, we will investigate numerically the difficult issue of a proper bandwidth selection and we mention that in general a different choice of bandwidth for the estimation of \( \sigma_i^2 \) and \( f_i \) might be appropriate, provided it is expected that they differ much in smoothness. Further, it is recommended that for the estimation of the residuals \( Y_{ij} - \tilde{f}_i(t_{ij}) \) required in \( \hat{\sigma}_i^2 \) in (19) undersmoothing may be advisable, to control the bias of \( \hat{\sigma}_i^2 \) (see Munk & Ruymgaart, 2002, for an explanation).

3.2. Wild bootstrap and finite sample properties

Although the testing procedure (20) is distribution free and therefore applicable directly without any estimation of nuisance parameters, our simulations indicated that for small and moderate sample sizes the performance of the test can be improved by the bootstrap technique. Hence, in this section, we present the finite sample behaviour of a wild bootstrap version of the proposed testing procedure. We compare it in terms of power with the procedure of Dette & Neumeyer (2001). These authors already compared their test to various procedures and we will show that the new test outperforms the testing procedure of the aforementioned authors in almost all cases. The gain in power may be substantial and has been observed up to twice. For the sake of brevity, we do not present level simulations, but our simulations show that the new procedure keeps the level just as well as Dette & Neumeyer’s (2001) test. Moreover, we investigate how sensitive the performance of the procedure is with respect to the choice of the smoothing parameter \( h \). Finally, at the end of this section, we compare the new test to a test by Neumeyer & Dette (2003). According to our simulations, we restrict the following presentation to the comparison of two regression functions, \( k = 2 \). The general case is analogue. We consider the following wild bootstrap approach based on the residuals

\[ \hat{\sigma}_i = Y_i - \hat{f}(t_i), \quad j = 1, \ldots, n_i, \quad i = 1, 2, \]

where \( \hat{f} \) is the pooled regression estimator defined in (18). Let \( V_{ij} \) denote i.i.d. random variables, independent of the sample \( \{ Y_{ij} \} \), with masses \( (\sqrt{5} + 1)/(2\sqrt{5}) \) and \( (\sqrt{5} - 1)/(2\sqrt{5}) \) at the points \( \frac{1}{2}(1 - \sqrt{5}) \) and \( \frac{1}{2}(1 + \sqrt{5}) \) respectively. We define bootstrap observations

\[ Y_{ij}^* = \hat{f}(t_i) + V_{ij} \hat{\sigma}_i, \quad j = 1, \ldots, n_i, \quad i = 1, 2, \]

and denote by \( T_N^* \) the test-statistic defined in (6) but based on the bootstrap sample \( \{ Y_{ij}^* \} \). A test of asymptotic level \( \alpha \) rejects the null hypothesis whenever the statistic \( T_N \) (based on the
original sample \( \{ Y_{ij} \} \) is larger than the \((1 - \alpha)\)-quantile of the distribution of \( T_N^* \) conditioned on the sample \( \{ Y_{ij} \} \). The consistency of this bootstrap procedure can be shown in the same spirit as in the proof of Dette & Neumeyer (2001, section 4.4). In each of the 1000 simulations we resampled \( B = 200 \) times and estimated the bootstrap quantile by \( T_N^{*,*} \), where \( T_N^{*,*} \) denotes the \( \ell \)th order statistic of the bootstrap sample \( T_N^*, \ldots, T_N^* \).

For all kernel-based estimators we used the Epanechnikov kernel. The bandwidths are chosen according to the ‘rule of thumb’ (cf. Dette & Neumeyer, 2001),

\[
  h_i = (\hat{s}_i^2/n_i)^{0.3},
\]

in the estimators \( \hat{f}_i \) and \( \hat{f}_i^2 \) (\( i = 1, 2 \)) and

\[
  h = [(n_1\hat{s}_1^2 + n_2\hat{s}_2^2)/(N^2)]^{0.3},
\]

in the pooled regression estimator \( \hat{f} \). Here \( \hat{s}_i^2 \) denotes Rice’s (1984) estimator

\[
  \hat{s}_i^2 = \frac{1}{2(n_i - 1)} \sum_{j=1}^{n_i-1} (Y_{ij+1} - Y_{ij})^2
\]

of the integrated variance \( s_i^2 = \int \sigma_i^2(t)r_i(t)dt \) in the \( i \)th sample (\( i = 1, 2 \)).

The analogous bootstrap procedure was also simulated for Dette & Neumeyer’s (2001) test-statistic \( T_N^{(1)} \) defined in (26). We restrict in the following our presentation to normal errors \( e_{ij} \sim N(0, 1) \) (various other settings have been simulated and yielded similar results) and present the results for different combinations of sample sizes \( (n_1, n_2) \) and nominal levels \( \alpha \). First, we consider the case of equidistant design points (i.e. \( r_i \equiv 1, i = 1, 2 \)) in three settings corresponding to the cases of equal homoscedastic, equal heteroscedastic and inhomogeneous heteroscedastic variances. The results for the following regression functions and equal homoscedastic variances,

\[
  f_1(x) = \exp(x), \quad f_2(x) = \exp(x) + \sin(4x), \quad \sigma_i^2 \equiv 0.5, \quad i = 1, 2,
\]

(30)
can be depicted in Table 1 for the new test-statistic \( T_N \) and for Dette & Neumeyer’s (2001) procedure for the sake of comparison. The new procedure turns out to be uniformly more powerful in this case.

<table>
<thead>
<tr>
<th>( (n_1, n_2) )</th>
<th>( T_N )</th>
<th>( \alpha = 2.5% )</th>
<th>( \alpha = 5% )</th>
<th>( \alpha = 10% )</th>
<th>( T_N^{(1)} )</th>
<th>( \alpha = 2.5% )</th>
<th>( \alpha = 5% )</th>
<th>( \alpha = 10% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,10)</td>
<td>0.020</td>
<td>0.043</td>
<td>0.083</td>
<td>0.017</td>
<td>0.028</td>
<td>0.054</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10,20)</td>
<td>0.016</td>
<td>0.158</td>
<td>0.232</td>
<td>0.046</td>
<td>0.077</td>
<td>0.126</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10,30)</td>
<td>0.166</td>
<td>0.237</td>
<td>0.340</td>
<td>0.075</td>
<td>0.132</td>
<td>0.211</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10,40)</td>
<td>0.201</td>
<td>0.291</td>
<td>0.402</td>
<td>0.119</td>
<td>0.194</td>
<td>0.301</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10,50)</td>
<td>0.295</td>
<td>0.373</td>
<td>0.510</td>
<td>0.157</td>
<td>0.247</td>
<td>0.357</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(20,20)</td>
<td>0.109</td>
<td>0.165</td>
<td>0.262</td>
<td>0.058</td>
<td>0.109</td>
<td>0.162</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(20,30)</td>
<td>0.197</td>
<td>0.285</td>
<td>0.399</td>
<td>0.138</td>
<td>0.210</td>
<td>0.298</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(20,40)</td>
<td>0.344</td>
<td>0.427</td>
<td>0.545</td>
<td>0.278</td>
<td>0.354</td>
<td>0.459</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(20,50)</td>
<td>0.433</td>
<td>0.533</td>
<td>0.645</td>
<td>0.349</td>
<td>0.447</td>
<td>0.543</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(30,30)</td>
<td>0.272</td>
<td>0.364</td>
<td>0.484</td>
<td>0.189</td>
<td>0.267</td>
<td>0.377</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(30,40)</td>
<td>0.416</td>
<td>0.501</td>
<td>0.624</td>
<td>0.326</td>
<td>0.419</td>
<td>0.530</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(30,50)</td>
<td>0.532</td>
<td>0.639</td>
<td>0.739</td>
<td>0.465</td>
<td>0.550</td>
<td>0.644</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(40,40)</td>
<td>0.458</td>
<td>0.564</td>
<td>0.663</td>
<td>0.370</td>
<td>0.470</td>
<td>0.567</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(40,50)</td>
<td>0.607</td>
<td>0.708</td>
<td>0.797</td>
<td>0.525</td>
<td>0.633</td>
<td>0.728</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(50,50)</td>
<td>0.663</td>
<td>0.750</td>
<td>0.822</td>
<td>0.592</td>
<td>0.664</td>
<td>0.755</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(100,100)</td>
<td>0.989</td>
<td>0.997</td>
<td>0.997</td>
<td>0.984</td>
<td>0.989</td>
<td>0.993</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results for equal heteroscedastic variances according to the following setting,

\[ f_1(x) = x^2, \quad f_2(x) = x^2 + \sin(4\pi x), \quad \sigma_i^2(x) = x, \quad i = 1, 2, \]

are presented in Table 2. In all cases, we observe a better power of the new test.

Results for the case of inhomogeneous and heteroscedastic variances,

\[ f_1 \equiv 1, \quad f_2 \equiv 0, \quad \sigma_1^2(x) = x^2, \quad \sigma_2^2(x) = 5x - x^2 \]

are presented in Table 3. In this case, we observe slightly better power of Dette & Neu-meyer’s (2001) test for equal and nearly equal sample sizes, but the new procedure out-performs their test, when the sample sizes are rather different, e.g. when \( n_1 = 10, \ n_2 = 50 \). This phenomenon presumably originates from the interplay of sample size and variance in the weight \( 1 - a = \sigma_2^2 n_2 / (\sigma_2^2 n_1 + \sigma_2^2 n_2) \) from (5) that is assigned to the observations from the second sample in the pooled regression estimate in the definition of test-statistic \( T_N \). In contrast, the corresponding weight used in test-statistic \( T_{N}^{(1)} \) is \( 1 - \tilde{a} = n_2 / (n_1 + n_2) \).

Finally, we present simulations for the setting where both the design densities and the variances are different in the two samples,

\[ r_1 \equiv 1, \quad r_2(x) = 0.5 + x, \quad f_1 \equiv 1, \quad f_2 \equiv 0, \quad \sigma_1^2 \equiv 2, \quad \sigma_2^2 \equiv 3. \]

(33)

The results are shown in Table 4, and the new test turns out to be uniformly more powerful in this case, where for equal sample sizes the gain in power is remarkable. This is perfectly in accordance with our theoretical findings in Lemma 1 and the explanations given in section 2.2.

To investigate how sensitive the performance of the test \( T_N \) is with respect to the choice of the smoothing parameters \( h_1, h_2 \) and \( h \), we compare results for the choices

\[ h_1 = c(s_1^2 n_1)^{0.3} \quad \text{and} \quad h = c((n_1 s_1^2 + n_2 s_2^2) / N)^{0.3}, \]

(34)

where in the definitions of the ‘rule of thumb’ bandwidths above we have replaced the estimators \( \hat{s}_i^2 \) by the true integrated variances \( s_i^2 \) and the constant \( c \) varies within \{0.5, 0.75, 1, 1.25\}.
Table 3. Simulated power of the wild bootstrap version of the new test-statistic $T_N$ defined in (6) (left panel) and $T_N^{(1)}$ defined in (26) (right panel), according to setting (32)

<table>
<thead>
<tr>
<th>$(n_1, n_2)$</th>
<th>$T_N$ $\alpha = 2.5%$</th>
<th>$T_N^{(1)}$ $\alpha = 2.5%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,10)</td>
<td>0.254</td>
<td>0.302</td>
</tr>
<tr>
<td>(10,20)</td>
<td>0.381</td>
<td>0.313</td>
</tr>
<tr>
<td>(10,30)</td>
<td>0.501</td>
<td>0.325</td>
</tr>
<tr>
<td>(10,40)</td>
<td>0.585</td>
<td>0.350</td>
</tr>
<tr>
<td>(10,50)</td>
<td>0.660</td>
<td>0.354</td>
</tr>
<tr>
<td>(20,20)</td>
<td>0.402</td>
<td>0.524</td>
</tr>
<tr>
<td>(20,30)</td>
<td>0.522</td>
<td>0.628</td>
</tr>
<tr>
<td>(20,40)</td>
<td>0.684</td>
<td>0.707</td>
</tr>
<tr>
<td>(20,50)</td>
<td>0.741</td>
<td>0.724</td>
</tr>
<tr>
<td>(30,30)</td>
<td>0.614</td>
<td>0.761</td>
</tr>
<tr>
<td>(30,40)</td>
<td>0.704</td>
<td>0.784</td>
</tr>
<tr>
<td>(30,50)</td>
<td>0.826</td>
<td>0.866</td>
</tr>
<tr>
<td>(40,40)</td>
<td>0.762</td>
<td>0.852</td>
</tr>
<tr>
<td>(40,50)</td>
<td>0.873</td>
<td>0.892</td>
</tr>
<tr>
<td>(50,50)</td>
<td>0.867</td>
<td>0.922</td>
</tr>
<tr>
<td>(100,100)</td>
<td>0.998</td>
<td>1.000</td>
</tr>
</tbody>
</table>

We display results for level $\alpha = 5\%$ and sample sizes $(n_1, n_2) = (50, 50)$. We consider setting (30) as well as a setting corresponding to (30), but according to the null hypothesis, i.e.

$$f_1(x) = \exp(x) = f_2(x), \quad \sigma_i^2 \equiv 0.5, \quad i = 1, 2. \quad (35)$$

In the first two rows of Table 5 the simulation results are shown. We observe here that the choice of the constant $c$ does not affect the level approximation very much. The power value we have obtained in Table 1 in this setting is 0.750, which is very similar to the value obtained when the estimators $\hat{\sigma}_i^2$ are replaced by there true values, i.e. 0.763. Further, the results show that in this setting with smaller bandwidths even better detections of the alternative can be

Table 4. Simulated power of the wild bootstrap version of the new test-statistic $T_N$ defined in (6) (left panel) and $T_N^{(1)}$ defined in (26) (right panel), according to setting (33)

<table>
<thead>
<tr>
<th>$(n_1, n_2)$</th>
<th>$T_N$ $\alpha = 2.5%$</th>
<th>$T_N^{(1)}$ $\alpha = 2.5%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10,10)</td>
<td>0.071</td>
<td>0.005</td>
</tr>
<tr>
<td>(10,20)</td>
<td>0.175</td>
<td>0.134</td>
</tr>
<tr>
<td>(10,30)</td>
<td>0.217</td>
<td>0.205</td>
</tr>
<tr>
<td>(10,40)</td>
<td>0.281</td>
<td>0.244</td>
</tr>
<tr>
<td>(10,50)</td>
<td>0.259</td>
<td>0.226</td>
</tr>
<tr>
<td>(20,20)</td>
<td>0.082</td>
<td>0.010</td>
</tr>
<tr>
<td>(20,30)</td>
<td>0.244</td>
<td>0.182</td>
</tr>
<tr>
<td>(20,40)</td>
<td>0.315</td>
<td>0.302</td>
</tr>
<tr>
<td>(20,50)</td>
<td>0.391</td>
<td>0.384</td>
</tr>
<tr>
<td>(30,30)</td>
<td>0.103</td>
<td>0.026</td>
</tr>
<tr>
<td>(30,40)</td>
<td>0.278</td>
<td>0.191</td>
</tr>
<tr>
<td>(30,50)</td>
<td>0.393</td>
<td>0.337</td>
</tr>
<tr>
<td>(40,40)</td>
<td>0.125</td>
<td>0.030</td>
</tr>
<tr>
<td>(40,50)</td>
<td>0.286</td>
<td>0.188</td>
</tr>
<tr>
<td>(50,50)</td>
<td>0.131</td>
<td>0.035</td>
</tr>
<tr>
<td>(100,100)</td>
<td>0.162</td>
<td>0.062</td>
</tr>
</tbody>
</table>
Table 5. Sensitivity of level and power approximations of the wild bootstrap version of $T_N$ defined in (6) for nominal level $\alpha = 5\%$

<table>
<thead>
<tr>
<th>$c$</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>1.25</th>
<th>1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting (35) (level)</td>
<td>0.060</td>
<td>0.060</td>
<td>0.049</td>
<td>0.064</td>
<td>0.043</td>
</tr>
<tr>
<td>Setting (30) (power)</td>
<td>0.941</td>
<td>0.912</td>
<td>0.763</td>
<td>0.464</td>
<td>0.216</td>
</tr>
<tr>
<td>Setting (36) (level)</td>
<td>0.063</td>
<td>0.061</td>
<td>0.055</td>
<td>0.053</td>
<td>0.062</td>
</tr>
<tr>
<td>Setting (32) (power)</td>
<td>0.726</td>
<td>0.715</td>
<td>0.707</td>
<td>0.707</td>
<td>0.729</td>
</tr>
</tbody>
</table>

The constant $c$ determining the bandwidth is defined in (34). The first two rows display results according to settings (30) and (35) for sample sizes $(n_1, n_2) = (50, 50)$, the last two rows correspond to settings (32) and (36) for sample sizes $(n_1, n_2) = (30, 30)$.

obtained, and as to be expected, for too large values of the bandwidth the power decreases. The two last rows of Table 5 show corresponding results for setting (32) and a similar model under the null hypothesis, i.e.

$$f_1 \equiv f_2, \quad \sigma_1^2(x) = x^2, \quad \sigma_2^2(x) = 5x - x^2$$

for sample sizes $(n_1, n_2) = (30, 30)$. In this model, the power and level results are not sensitive to the changes in the bandwidth.

As was motivated by a referee, finally, we compare the new testing procedure to a test proposed by Neumeyer & Dette (2003). These authors consider a Kolmogorov–Smirnov-type test $K^{(2)}_N$ based on a marked empirical process of estimated residuals. We simulated the performance of the new testing procedure $T_N$ in settings (4.11) of Neumeyer & Dette (2003) with uniformly distributed random design and homoscedastic normally distributed errors with variances $\sigma_1^2 = 0.5, \sigma_2^2 = 0.25$ (compare Table 2 in the aforementioned paper). The performances of both tests are similar except for oscillating regression functions. For example, the simulated power with respect to $5\%$ level in setting (v), i.e. $f_1(x) = \exp(x), f_2(x) = \exp(x) + x$ is 0.958 for $T_N$ and 0.996 for $K^{(2)}_N$. For setting (vii) with oscillating alternative, i.e. $f_1(x) = 1, f_2(x) = 1 + \sin(2\pi x)$, we obtain a power of 0.996 for $T_N$ and 0.574 for $K^{(2)}_N$. The approximated levels were very similar for both tests. It is well known, mainly from testing the goodness-of-fit of distribution functions, that tests based on kernel or orthogonal series estimators outperform tests based on empirical processes such as the Cramer von Mises or the Kolmogorov–Smirnov test for most alternatives (for a discussion see Neuhaus, 1976; Eubank & LaRiccia, 1992, among many others). However, for a very few alternatives, which are directed towards the principal eigenfunctions of the Karhunen–Loeve expansion of the underlying stochastic process, the opposite can happen. It is to be expected that a similar situation happens in our context and our simulations support this finding. Settings (30)–(33) give good examples. We display in Table 6 simulated power values of Neumeyer & Dette’s (2003) test $K^{(2)}_N$ in these settings. For the sake of brevity, we only show results for sample sizes $(n_1, n_2) = (20, 20), (20, 40)$ and $(50, 50)$. We observe in a comparison with the corresponding values in Tables 1–4 a far better performance of $T_N$ compared with $K^{(2)}_N$ in settings (30) and (31) with oscillating regression functions, but the opposite performance in settings (32) and (33). However, here the differences in power are minor. We finally mention, that our results suggest that Neumeyer & Dette’s (2003) tests [and Pardo-Fernández et al.’s (2006) test as well], which are based on the pooled regression estimator defined in (27) could be further improved when using the pooled regression estimator (18) instead, but these investigations are clearly beyond the scope of this paper.

4. A data example from crop yield

We will reanalyse an experiment provided by Ratkowsky (1983), later analysed in Bowman & Azzalini (1997) and Mammen et al. (2001). It was designed to investigate the relationship
Table 6. Simulated power of Neumeyer & Dette’s (2003) test $K^{(2)}_N$ according to settings (30)–(33)

<table>
<thead>
<tr>
<th>Setting (30)</th>
<th>Setting (31)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(20,20)</td>
<td>0.013 0.017</td>
</tr>
<tr>
<td>(20,40)</td>
<td>0.022 0.013</td>
</tr>
<tr>
<td>(50,50)</td>
<td>0.046 0.023</td>
</tr>
<tr>
<td></td>
<td>0.070 0.101</td>
</tr>
<tr>
<td></td>
<td>0.064 0.023</td>
</tr>
<tr>
<td></td>
<td>0.074 0.080</td>
</tr>
<tr>
<td></td>
<td>0.133</td>
</tr>
</tbody>
</table>

between the yield of onion plants and the density of planting. To this end measurements were taken at two different locations, Purnong Landing ($\times$) and Virginia ($\circ$), in South Australia. Figure 1(a) shows the data (plant density versus mean yield per plant) at these locations together with a local linear smoother and Figure 1(b) displays local linear fits after centering both samples by its mean, respectively, to adjust for a possible constant location effect as described in Bowman & Azzalini (1997). Note, that asymptotically this correction does not affect the distribution of $T_N$, because the overall mean can be estimated $\sqrt{N}$-consistently. In Figure 1(c), a local linear fit of the standard deviation is displayed (cf. Ruppert et al., 1997). From this we draw that the SDs are decreasing, hence heteroscedastic, further in both locations they differ significantly (i.e. they are inhomogenous), in particular when the plant density is smaller than 75 (cf. Figure 1(c) again). An application of our test yields $T_N = 0.35326$ and the following critical values were bootstrapped for the levels $\alpha = 0.025, 0.05$ and 0.10, respectively ($B = 200$), $c_{0.025} = 0.082$, $c_{0.05} = 0.064$ and $c_{0.1} = 0.05$. Hence, $T_N$ exceeds all these values and the assumption of equality is rejected at any of these levels. To investigate whether the result is sensitive with respect to the choice of the bandwidths, we repeated the same calculations for different bandwidths, but the hypothesis was always rejected. Bowman & Azzalini (1997) performed a similar analysis for their test, also based on smoothed curve estimators of the regression functions $f_1$ and $f_2$. Their test-statistic relies on the assumption of equal and constant variances in both groups and they found that for a smaller bandwidth a significant rejection of equality resulted, whereas for larger bandwidth this failed to hold. This slightly different finding may be because of a gain in power of our test when non-constant and unequal variances are present.

5. Conclusion

In this paper, we have suggested a new procedure for testing the equality of regression curves in different non-parametric regression models. The new test generalizes naturally the method of analysis of covariance to the setting of non-parametric regression. The asymptotic normal distribution of the proposed test-statistic under the null hypothesis of equal regression functions as well as under fixed and local alternatives is shown. Under the null hypothesis, the test turns out to be asymptotically distribution free. Our procedure is similar in spirit to a test based on a difference of variance estimators recommended by Dette & Neumeyer (2001). We have shown that the new test gains in power particularly in the case of inhomogeneous and heteroscedastic variances and for different sample sizes or design densities, respectively. We found that the actual level of the test is robust for a large scale of bandwidths, whereas the power may change significantly as to be expected because of the different resolution
Fig. 1. (a) Scatter plot and local linear fit of the yield at Purnong Landing (×) and Virginia (○). (b) Local polynomial regression of the yield at Purnong Landing (dashed line) and Virginia (solid line) after adjustment. (c) Local polynomial regression of the standard deviation functions at Purnong Landing (dashed line) and Virginia (solid line).
levels. On a fine scale, smaller changes will be more likely to be detected leading to a larger rejection rate.
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where \( \hat{\sigma}^2 = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} W_{ij} \), and

\[
\begin{align*}
\alpha_{i}^{(j)} &= \frac{K \left( \frac{t_{i} - t_{j}}{h} \right)}{\sum_{i} K \left( \frac{t_{i} - t_{j}}{h} \right)} \\
\alpha_{i}^{(j)}(y_{ij}) &= \frac{1}{Nh} K \left( \frac{t_{i} - t_{j}}{h} \right) \hat{\sigma}_{x-j}^2 \left( t_{ij} \right) \frac{1}{R(t_{ij})},
\end{align*}
\]

where \( R(t) = [n_{1} \hat{r}_{1}(t) \hat{\sigma}_{x}^2(t)/N] + [n_{2} \hat{r}_{2}(t) \hat{\sigma}_{x}^2(t)/N] \) is an estimator for \( R(t) = \kappa_{1} r_{1}(t) \sigma_{x}^2(t) + \kappa_{2} r_{2}(t) \sigma_{x}^2(t) \), the regression estimators defined in (16) and (18), respectively, are \( \hat{f}_{i}(t_{j}) = \sum_{k=1}^{n} w_{jk}^{(i)} Y_{ik} \) \((i = 1, 2) \) and \( \hat{f}(t_{j}) = \sum_{l=1}^{2} \sum_{k=1}^{n} w_{lk} Y_{lk} \). Now with the notations \((j = 1, \ldots, n_{1}, i = 1, 2)\)

\[
\Delta_{ij} = f_{i}(t_{j}) - \sum_{l=1}^{2} \sum_{k=1}^{n_{1}} w_{lk}^{(i)} Y_{ik} = \sum_{n_{1}} \sum_{i=1}^{n_{1}} w_{lk}^{(i)} \left( f_{i}(t_{j}) - f_{i}(t_{l}) \right) \tag{38}
\]

\[
\delta_{ij} = f_{i}(t_{j}) - \sum_{j=1}^{n_{1}} w_{jk}^{(i)} f_{j}(t_{k}) = \sum_{k=1}^{n_{1}} w_{jk}^{(i)} \left( f_{i}(t_{j}) - f_{j}(t_{k}) \right) \tag{39}
\]

we decompose \( T_N \) in (6) as

\[
T_N = \frac{1}{N} \sum_{j=1}^{n_{1}} \sum_{i=1}^{n_{1}} \hat{\sigma}_{x-j}^2 \left( t_{ij} \right) \left\{ \Delta_{ij}^2 - \delta_{ij}^2 - 2 \Delta_{ij} \sum_{j} w_{lj}^{(i)} \hat{\sigma}_{f} \left( t_{lj} \right) \hat{e}_{lk} + 2 \delta_{ij} \sum_{j} w_{lj}^{(i)} \hat{\sigma}_{f} \left( t_{lj} \right) \hat{e}_{lk} \right. \\
+ \left( \sum_{j} w_{lj}^{(i)} \hat{\sigma}_{f} \left( t_{lj} \right) \hat{e}_{lk} \right)^2 - \left( \sum_{j} w_{lj}^{(i)} \hat{\sigma}_{f} \left( t_{lj} \right) \hat{e}_{lk} \right)^2 \left. \right\} \tag{40}
\]
Lemma 2
Under the assumptions of Theorem 1 we obtain an expansion of the test-statistic under the null hypothesis $H_0$, $T_N = \hat{T}_N + o_p(1/N \sqrt{N})$, where $E[\hat{T}_N] = C(\sqrt{N}) + o(1/N \sqrt{N})$. Under the alternative $H_1$, we have $T_N = \tilde{T}_N + o_p(1/\sqrt{N})$, where $E[\tilde{T}_N] = \mu + o(1/\sqrt{N})$ and where the constants $C$ and $\mu$ are defined in the Theorems 1 and 2.

Proof. We use the above definitions and the decomposition (40) of the test-statistic $T_N$. A Taylor expansion together with (37) and (38) gives
\[
\Delta_j = \sum_{i=1}^2 \hat{\sigma}_{3-i}(t_{ij}) \frac{1}{Nh} \sum_{k=1}^{n_i} K \left( \frac{t_g - t_{ik}}{h} \right) (f_i(t_{ij}) - f_i(t_{ik}))
\]
\[= \sum_{i=1}^2 \hat{\sigma}_{3-i}(t_{ij}) \left\{ (f_i(t_{ij}) - f_i(t_{ij}))K(\gamma_i(t_{ij})) + O(h^2) + O \left( \frac{1}{Nh} \right) \right\}
\]
\[= \frac{\hat{\sigma}_{3}(t_{ij})}{R(t_{ij})} (f_i(t_{ij}) - f_{3-i}(t_{ij}))K_{3-i}(t_{ij}) + O(h^2) + O \left( \frac{1}{Nh} \right) \bigg\} O_p(1)
\] (41)

where the last line only holds under the alternative $H_1$. For the sake of brevity, we explain our argumentation in detail only for the first term on the RHS in (40). For this, we obtain under the alternative $H_1$,
\[\sum_{i=1}^2 \sum_{j=1}^{n_i} \hat{\sigma}_{3-i}^2(t_{ij})\Delta_j^2/N = A_N + B_N + C_N + o_p(1/\sqrt{N}),\]
where
\[A_N = \frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \frac{\sigma_{3-i}^2(t_{ij})}{R^2(t_{ij})} (f_i(t_{ij}) - f_{3-i}(t_{ij}))^2 K_{3-i}(t_{ij})^2
\]
\[B_N = \frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \frac{\hat{\sigma}_{3-i}^2(t_{ij}) - \sigma_{3-i}^2(t_{ij})}{R^2(t_{ij})} (f_i(t_{ij}) - f_{3-i}(t_{ij}))^2 K_{3-i}(t_{ij})^2
\]
\[C_N = \frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \frac{\hat{\sigma}_{3-i}(t_{ij})}{R(t_{ij})} \left( \frac{1}{R(t_{ij})} - \frac{1}{R^2(t_{ij})} \right) (f_i(t_{ij}) - f_{3-i}(t_{ij}))^2 K_{3-i}(t_{ij})^2
\]

For the (non-random) $A_N$, we have by a Riemann-sum approximation
\[A_N = \sum_{i=1}^2 \int \frac{\sigma_{3-i}^2(t)}{R^2(t)} (f_i(t) - f_{3-i}(t))^2 K_{3-i}(t)K_{3-i}(t) \, dt + o \left( \frac{1}{\sqrt{N}} \right) = \mu + o \left( \frac{1}{\sqrt{N}} \right).\]

With an application of Proposition 1 in Section A.2 and some tedious calculations of expectations and variances we obtain $B_N = o_p(1/\sqrt{N})$. To show $C_N = o_p(1/\sqrt{N})$, we use the decomposition
\[C_N = \frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \left[ (\hat{\sigma}_{3-i}^2(t_{ij}) - \sigma_{3-i}^2(t_{ij})) (R(t_{ij}) - \tilde{R}(t_{ij})) \left( \frac{1}{R(t_{ij})} + \frac{1}{\tilde{R}(t_{ij})} \right) \right]
\]
\[+ \left( \frac{R(t_{ij}) - \tilde{R}(t_{ij})}{R^2(t_{ij})} \right) \frac{\hat{\sigma}_{3-i}^2(t_{ij})}{R^2(t_{ij})} \left( \frac{1}{R(t_{ij})} + \frac{2}{\tilde{R}(t_{ij})} \right) \bigg) \right) (f_i(t_{ij}) - f_{3-i}(t_{ij}))^2 K_{3-i}(t_{ij})^2
\]
\[+ \frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \left( \frac{R(t_{ij}) - \tilde{R}(t_{ij})}{R^2(t_{ij})} \right) \frac{2\hat{\sigma}_{3-i}^2(t_{ij})}{R^3(t_{ij})} (f_i(t_{ij}) - f_{3-i}(t_{ij}))^2 K_{3-i}(t_{ij})^2
\]
We have uniform almost sure convergence of \( \hat{R} \) to \( R \) and \( \hat{\sigma}_i^2 \) to \( \sigma_i^2 \) with rates \( O((\log h)^{-1/2}) \), see, for instance, Silverman (1978), Müller (1985) and Akritas & Van Keilegom (2001). Therefore, the first sum in the decomposition of \( C_N \) is of order \( O_p(\log h^{-1}/(Nh)) = o_p(1/\sqrt{N}) \) by assumption (14). By definition of \( \hat{R} \), we have

\[
R(t) - \hat{R}(t) = - \sum_{i=1}^2 \left[ \hat{r}_{3,t}(t) \left( \hat{\sigma}_i^2(t) - \sigma_i^2(t) \right) + \sigma_i^2(t) (\hat{r}_{3,t}(t) - r_{3,t}(t)) \right],
\]

where \( \hat{r}_{3,t}(t) \) is deterministic and converges to \( r_{3,t}(t) \) with rate \( o(1/\sqrt{N}) \). Now, the expansion of \( \hat{\sigma}_i^2(t) - \sigma_i^2(t) \) from Proposition 1 (see Section A.2) can be used to deduce that the second sum in the decomposition of \( C_N \) has an expectation of order \( O(h^4) + O(1/(Nh)) = o(1/\sqrt{N}) \).

Under the null hypothesis \( H_0 \), we directly obtain from (41)

\[
\frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \hat{\sigma}_i^{-2}(t_j) \Delta_{ij}^2 = O_p(1) \left\{ O(h^4) + O \left( \frac{1}{Nh} \right) \right\} = o_p \left( \frac{1}{N \sqrt{h}} \right).
\]

With similar considerations as above, we obtain for the terms

\[
\frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \hat{\sigma}_i^{-2}(t_j) \hat{\sigma}_j^{-2}(t_j), \quad \frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \hat{\sigma}_i^{-2}(t_j) \Delta_{ij} \sum_{k=1}^{n_i} \sum_{l=1}^{n_k} w_{ik,j} \sigma_l(t_{ik}) \epsilon_k,
\]

and

\[
\frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \hat{\sigma}_i^{-2}(t_j) \Delta_{ij} \sum_{k=1}^{n_i} \sum_{l=1}^{n_k} w_{ik,j} \sigma_l(t_{ik}) \epsilon_k
\]

respective decompositions of the form \( D_N + \hat{D}_N \) where \( E[D_N] = o(1/\sqrt{N}) \), \( \hat{D}_N = o_p(1/\sqrt{N}) \) under \( H_1 \) and \( E[D_N] = o(1/(N \sqrt{h})) \), \( \hat{D}_N = o_p(1/(N \sqrt{h})) \) under \( H_0 \). With (37) and Proposition 1, we further obtain

\[
\frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \hat{\sigma}_i^{-2}(t_j) \left( \sum_{k=1}^{n_i} \sum_{l=1}^{n_k} w_{ik,j} \sigma_l(t_{ik}) \epsilon_k \right)^2
\]

\[
= \frac{1}{N^2 h^2} \sum_{i=1}^2 \sum_{j=1}^{n_i} \sum_{l=1}^{n_j} \sum_{k=1}^{n_k} \hat{\sigma}_i^{-2}(t_j) \hat{\sigma}_j^{-2}(t_j) K^2 \left( \frac{t_{ij} - t_{ik}}{h} \right) \sigma_l(t_{ik}) \epsilon_k^2
\]

\[
+ \frac{1}{N^3 h^2} \sum_{i=1}^2 \sum_{j=1}^{n_i} \sum_{l=1}^{n_j} \sum_{k=1}^{n_k} \sum_{l'=1}^{n_{l'}} \hat{\sigma}_i^{-2}(t_j) \hat{\sigma}_j^{-2}(t_j) \hat{\sigma}_l^{-2}(t_{ij}) \hat{\sigma}_{l'}^{-2}(t_{ij}) K^2 \left( \frac{t_{ij} - t_{ik} - t_{ij}}{h} \right) \sigma_l(t_{ik}) \sigma_l(t_{ik}) \epsilon_k^2 \epsilon_{l'}^2
\]

\[
\times K \left( \frac{t_{ij} - t_{ik}}{h} \right) K \left( \frac{t_{ij} - t_{ik} - t_{ij}}{h} \right) \sigma_l(t_{ik}) \sigma_l(t_{ik}) \epsilon_k^2 \epsilon_{l'}^2.
\]

The expectation of the dominating term is

\[
\frac{1}{Nh} \sum_{i=1}^2 \sum_{j=1}^{n_i} \int \int \frac{\sigma_i^{-2}(t)}{R_i^2(t)} \sigma_j^{-2}(t) K^2 \left( \frac{t_{ij} - t_{ik}}{h} \right) \sigma_j^{-2}(x) \sigma_j^{-2}(t) \sigma_j^{-2}(t) \epsilon_k^2 \epsilon_{l'}^2 dt dx
\]

\[
= \frac{1}{Nh} \int K^2(u) du + o \left( \frac{1}{N \sqrt{h}} \right).
\]

An analogous calculation yields for the dominating term of

\[
- \frac{1}{N} \sum_{i=1}^2 \sum_{j=1}^{n_i} \hat{\sigma}_i^{-2}(t_j) \left( \sum_{k=1}^{n_k} w_{ik,j} \sigma_l(t_{ik}) \epsilon_k \right)^2
\]

the expectation \([-2/(Nh)] \int K^2(u) du + o(1/(N \sqrt{h})) \). Similarly, we obtain for...
\[- \frac{2}{N^2} \sum_{i=1}^{n_i} \sum_{j=1}^{n_j} \hat{\sigma}_i^{-2}(t_{ij}) \sigma_i(t_{ij}) \varepsilon_{ij} \sum_{l=1}^{n_i} \sum_{k=1}^{n_k} w_{lk} \sigma_l(t_{lk}) \varepsilon_{lk} \]

an expectation $-2K(0)/(Nh)$ of the dominating term. Further, we have a decomposition

\[
\frac{2}{N} \sum_{i=1}^{n_i} \sum_{j=1}^{n_j} \hat{\sigma}_i^{-2}(t_{ij}) \sigma_i(t_{ij}) \varepsilon_{ij} \sum_{l=1}^{n_i} \sum_{k=1}^{n_k} w_{lk} \sigma_l(t_{lk}) \varepsilon_{lk} = D_N + \tilde{D}_N
\]

where $\tilde{D}_N = o_p(1/(N \sqrt{h}))$ and $E[D_N] = 4K(0)/(Nh) + o(1/(N \sqrt{h}))$. Analogous to the previous calculations, we obtain that

\[
\sum_{i=1}^{n_i} \sum_{j=1}^{n_j} \hat{\sigma}_i^{-2}(t_{ij}) \sigma_i(t_{ij}) \varepsilon_{ij} (\Delta_{ij} - \hat{\delta}_{ij})/N
\]

is of order $O_p(1/(Nh)) = o_p(1/\sqrt{N})$ under $H_1$ and of order $O_p(1/(Nh)) (O(l^d) + O(1/(Nh))) = o_p(1/(N \sqrt{h}))$

under $H_0$. From the decomposition (40) of $T_N$ and the above calculation the assertion follows.

A.1.1. Proof of Theorem 2

Analogous to the proof of Theorem 2.1, Dette & Neumeyer (2001), the following expansion of the test-statistic holds under the alternative $H_1$: $T_N - E[T_N] = T_N^{(1)} + T_N^{(2)} + o_p(1/\sqrt{N})$, where

\[
T_N^{(i)} = \frac{1}{N} \sum_{j=1}^{n_j} z_{ij} \varepsilon_{ij}, \quad i = 1, 2
\]

and the coefficients are defined by $z_{ij} = 2\Delta_{ij} \sigma_i(t_{ij})/\sigma_i^2(t_{ij})$, $j = 1, \ldots, n_i$ ($i = 1, 2$).

Lemma 3

Under the assumptions of Theorem 1 and under the alternative $H_1$, it holds that $T_N^{(i)} = \tilde{T}_N^{(i)} + o_p(1/N)$ where

\[
\text{var}(\tilde{T}_N^{(i)}) = \frac{4}{N} \int (f_1 - f_2)^2(x) \frac{\kappa_i r_i(x) \kappa_i^2 \sigma_i^2(x) \sigma_i^2(x)}{(\kappa_i r_i(x) \sigma_i^2(x) + \kappa_i^2 r_i(x) \sigma_i^2(x))^2} \, dx, \quad i = 1, 2.
\]

Proof: We only consider the case $i = 1$. With $\Delta_{ij}$ from (42) we obtain

\[
T_N^{(1)} = \frac{2}{N} \sum_{j=1}^{n_j} (f_1(t_{ij}) - f_2(t_{ij})) \kappa_i r_i^2(t_{ij}) \frac{\sigma_i(t_{ij})}{R(t_{ij})} \varepsilon_{ij} + o_p \left( \frac{1}{\sqrt{N}} \right).
\]

Now for calculating the variance of the dominating term we can substitute $\hat{R}(t)$ by $R(t)$. The remainder of the expansion of $1/\hat{R}(t)$ around $1/R(t)$ is equal to

\[
\frac{R(t) - \hat{R}(t)}{R(t) \hat{R}(t)} = -\frac{1}{R^3(t)} \sum_{i=1}^{2} \left( \hat{r}_{3-i}(t) (\hat{\sigma}_i^2(t) - \sigma_i^2(t)) + \sigma_i^2(t) (\hat{r}_{3-i}(t) - r_{3-i}(t)) \right) (1 + o_p(1)).
\]
This yields the rest of the terms $T^{(i, j)}_N$ ($i = 1, 2$) in the expansion $T^{(1)}_N = T^{(1, 1)}_N + T^{(1, 2)}_N + o_p(1/N)$, where

$$
\tilde{T}^{(1)}_N = \frac{2}{N} \sum_{j=1}^{n_1} (f_1(t_{ij}) - f_2(t_{ij})) \frac{\sigma_1(t_{ij})}{R(t_{ij})} \epsilon_{ij}
$$

and the remainders are of the form

$$
T^{(i, j)}_N = \frac{1}{N} \sum_{j=1}^{n_1} \Delta(t_{ij}) \epsilon_{ij} \left\{ (r_3-(t_{ij}) + o(1)) (\hat{\sigma}_1^2(t_{ij}) - \sigma_1^2(t_{ij})) + o(1) \right\} = o_p \left( \frac{1}{\sqrt{N}} \right).
$$

The last equality can be obtained by inserting the decomposition of the variance estimator $\hat{\sigma}^2(t)$ from Proposition 1 (see Section A.2) and a tedious calculation of the variance $\text{var}(T^{(i, j)}_N) = o(1/N)$ ($i = 1, 2$). We obtain for the variance of $\tilde{T}^{(1)}_N$.

$$
\text{var}(\tilde{T}^{(1)}_N) = \frac{4}{N} \int (f_1 - f_2)^2(x) \frac{K_1 f_1(x) \kappa_1^2 q_1^2(x) \sigma_1^2(x)}{R^2(x)} \, dx
$$

and this completes the proof of Lemma 3.

From the proof of Lemma 2, we additionally obtain under the alternative $H_1$:

$$
\sqrt{N} (T_N - T_N - E[T_N]) = \frac{1}{\sqrt{N}} \sum_{i=1}^{n_2} \sum_{j=1}^{n_j} \epsilon_{ij} (f_1(t_{ij}) - f_2(t_{ij})) \frac{\sigma_1(t_{ij})}{R(t_{ij})} + o_p(1)
$$

with the asymptotic variance (of the dominating term)

$$
4 \int (f_1 - f_2)^2(x) \frac{K_1 f_1(x) \kappa_1^2 q_1^2(x) \sigma_1^2(x)}{R^2(x)} \, dx = \gamma^2.
$$

An application of the central limit theorem using Lyapunov’s condition yields the asymptotic normality and completes the proof of Theorem 2.

### A.1.2. Proof of Theorem 1

Under the hypothesis $H_0$ of equal regression functions in the two models, we obtain similar to the proof of Theorem 2.1 of Dette & Neumeyer (2001) the decomposition $T_N - E[T_N] = \sum_{j=1}^{5} T^{(j)}_N + o_p(1/(N \sqrt{h}))$, where

$$
T^{(2+k)}_N = \frac{1}{N} \sum_{j=1}^{n_2} \sum_{j=1}^{n_j} \beta_{ij}^{(k)} \epsilon_{kj} \epsilon_{kj}, \quad k = 1, 2, \quad T^{(5)}_N = \frac{1}{N} \sum_{i=1}^{n_2} \sum_{j=1}^{n_j} \gamma_{ij} \epsilon_{ij} \epsilon_{ij}
$$

and the coefficients are defined by

$$
\beta_{ij}^{(1)} = \left\{ \frac{1}{\sum_{l=1}^{n_j} \sum_{k=1}^{n_1} w_{1l} w_{1l, k} \sigma_1^2(t_{lk})} - \frac{2 w_{1l, 1} w_{1l, 1} \sigma_1^2(t_{1l})}{\sigma_1^2(t_{1l})} - \frac{1}{\sum_{k=1}^{n_1} \sum_{l=1}^{n_j} w_{1l, k} w_{1l, 1} \sigma_1^2(t_{lk})} + \frac{2 w_{1l, 1}^2 \sigma_1^2(t_{1l})}{\sigma_1^2(t_{1l})} \right\} \sigma_1^2(t_{1l}) \sigma_1^2(t_{1l})
$$

$$
\beta_{ij}^{(2)} = \left\{ \frac{1}{\sum_{l=1}^{n_j} \sum_{k=1}^{n_1} w_{2l} w_{2l, k} \sigma_1^2(t_{lk})} - \frac{2 w_{2l, 1} w_{2l, 1} \sigma_1^2(t_{1l})}{\sigma_1^2(t_{1l})} - \frac{1}{\sum_{k=1}^{n_1} \sum_{l=1}^{n_j} w_{2l, k} w_{2l, 1} \sigma_1^2(t_{lk})} + \frac{2 w_{2l, 1}^2 \sigma_1^2(t_{1l})}{\sigma_1^2(t_{1l})} \right\} \sigma_1^2(t_{1l}) \sigma_1^2(t_{1l})
$$

$$
\gamma_{ij} = \left\{ \frac{1}{\sum_{l=1}^{n_j} \sum_{k=1}^{n_1} w_{1l} w_{1l, k} \sigma_1^2(t_{lk})} - \frac{2 w_{1l, 1} w_{1l, 1} \sigma_1^2(t_{1l})}{\sigma_1^2(t_{1l})} - \frac{1}{\sum_{k=1}^{n_1} \sum_{l=1}^{n_j} w_{1l, k} w_{1l, 1} \sigma_1^2(t_{lk})} + \frac{2 w_{1l, 1}^2 \sigma_1^2(t_{1l})}{\sigma_1^2(t_{1l})} \right\} \sigma_1^2(t_{1l}) \sigma_1^2(t_{1l}).
$$

Lemma 4

Under the assumptions of Theorem 1 and under the null hypothesis $H_0$, it holds that $T_{N^{2+k}} = \overline{T}_{N^{2+k}} + o_p(1/(N\sqrt{\tilde{h}}))$ $(k = 1, 2, 3)$ where

$$\text{var}(\overline{T}_{N^{2+k}}) = \frac{2}{N^2\tilde{h}} \int (2K - K * K) \tilde{u} \, du \times \left[ 1 + \int_0^1 \frac{t_1 \kappa_{\tilde{u}}(\tilde{x}) \sigma_{\tilde{u}, \tilde{x}, \tilde{k}}(\tilde{x})}{R^2(\tilde{x})} \, dx - 2 \int_0^1 \frac{t_1 \kappa_{r}(\tilde{x}) \sigma_{r, k}(\tilde{x})}{R(\tilde{x})} \, dx \right] + o \left( \frac{1}{N^2\tilde{h}} \right), \quad k = 1, 2,$$

$$\text{var}(\overline{T}_{N^{5}}) = \frac{4}{N^3\tilde{h}} \int (2K - K * K) \tilde{u} \, du \int_0^1 \frac{\sigma_{1}^2(\tilde{x}) \sigma_{2}^2(\tilde{x}) \kappa_{1}(\tilde{x}) \kappa_{2}(\tilde{x})}{R^2(\tilde{x})} \, dx + o \left( \frac{1}{N^3\tilde{h}} \right).$$

Proof: For simplicity, we only consider $T_{N^{5}}$, the other two terms are treated similarly. By the definition of the weights in (37), the coefficients $\gamma_{ij}$ can be rewritten as $\gamma_{ij} = \tilde{\gamma}_{ij} + \tilde{\gamma}_{ij}'$, where

$$\tilde{\gamma}_{ij} = \left\{ \frac{2}{N^2\tilde{h}} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} K \left( \frac{t_{ij} - t_{lk}}{h} \right) K \left( \frac{t_{ij} - t_{lk}}{h} \right) \frac{1}{R^2(t_{lk})} \sigma_{3-j-l}(t_{lk}) \right\} \frac{2}{Nh} \left( \frac{t_{ij} - t_{lk}}{h} \right) \frac{1}{R(t_{ij})} - 2 \frac{2}{Nh} \left( \frac{t_{ij} - t_{lk}}{h} \right) \frac{1}{R(t_{ij})} \sigma_{1}(t_{ij}) \sigma_{2}(t_{ij})$$

$$\tilde{\gamma}_{ij}' = \frac{2}{N^2\tilde{h}} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} K \left( \frac{t_{ij} - t_{lk}}{h} \right) K \left( \frac{t_{ij} - t_{lk}}{h} \right) \frac{1}{R^2(t_{lk})} \sigma_{2}(t_{ij}) \left( \tilde{Z}_{3-j-l}(t_{lk}) - \tilde{Z}_{3-j-l}(t_{lk}) \right).$$

First, we consider the term $\tilde{T}_{N^{5}}$ defined as $T_{N^{5}}$, but with $\gamma_{ij}$ replaced by $\tilde{\gamma}_{ij}$. Using the same argument as in the proof of Lemma 3, we find that asymptotically the estimator $\tilde{R}(t)$ can be replaced by the true $R(t)$ with a remainder term that is negligible in probability to calculate the variance of the dominating term. We then obtain $\tilde{T}_{N^{5}} = \tilde{T}_{N^{5}} + o_p(1/(N\sqrt{\tilde{h}}))$ with

$$\text{var}(\tilde{T}_{N^{5}}) = \frac{1}{N^3} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \left\{ \frac{2}{N^2\tilde{h}} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} K \left( \frac{t_{ij} - t_{lk}}{h} \right) K \left( \frac{t_{ij} - t_{lk}}{h} \right) \frac{1}{R^2(t_{lk})} \sigma_{3-j-l}(t_{lk}) \right\} - 2 \frac{2}{Nh} \left( \frac{t_{ij} - t_{lk}}{h} \right) \frac{1}{R(t_{ij})} - 2 \frac{2}{Nh} \left( \frac{t_{ij} - t_{lk}}{h} \right) \frac{1}{R(t_{ij})} \sigma_{1}(t_{ij}) \sigma_{2}(t_{ij})$$

$$= \frac{2}{N^3\tilde{h}} \int (2K - K * K) \tilde{u} \, du \int_0^1 \frac{\sigma_{1}^2(\tilde{x}) \sigma_{2}^2(\tilde{x}) \kappa_{1}(\tilde{x}) \kappa_{2}(\tilde{x})}{R^2(\tilde{x})} \, dx + o \left( \frac{1}{N^3\tilde{h}} \right).$$

Finally, the asymptotic negligibility of the second term (defined as $T_{N^{5}}$, but with $\gamma_{ij}$ replaced by $\tilde{\gamma}_{ij}'$) can be shown by some tedious calculations of expectations and variances. This completes the proof of Lemma 4.

With similar calculations as in the proof of Lemma 4, we can rewrite $\tilde{T}_{N^{5}}$ as

$$\tilde{T}_{N^{5}} = \frac{2}{N^3} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \tilde{e}_{i1} \tilde{e}_{j2} \sigma_{1}(t_{ij}) \sigma_{2}(t_{ij}) \left\{ \frac{1}{h^2} \int K \left( \frac{t_{ij} - z}{h} \right) K \left( \frac{t_{ij} - z}{h} \right) \frac{1}{R(z)} \, dz \right\} - \frac{1}{h} \left( \frac{t_{ij} - t_{ij}}{h} \right) \frac{1}{R(t_{ij})} - \frac{1}{h} \left( \frac{t_{ij} - t_{ij}}{h} \right) \frac{1}{R(t_{ij})} + o_p \left( \frac{1}{N\sqrt{\tilde{h}}} \right).$$

Applying the same arguments to the terms $\tilde{T}_{N^{3}}$ and $\tilde{T}_{N^{4}}$ we obtain

$$N \sqrt{\tilde{h}}(T_N - E[T_N]) = N \sqrt{\tilde{h}} \left( \tilde{T}_{N^{3}} + \tilde{T}_{N^{4}} + \tilde{T}_{N^{5}} \right) + o_p(1),$$

where the dominating part can be written as a quadratic form $W_N = e_N^T A_N e_N$ of the random variable $e_N = (e_{i1}, \ldots, e_{il_1}, e_{i21}, \ldots, e_{il_2})^T$ with a symmetric matrix $A_N$ with vanishing diagonal elements. From Lemma 4, we obtain for the asymptotic variance $\text{var}(W_N) = \tau^2 + o(1)$. Asymptotic normality of $W_N$ can be proved by an application of Theorem 5.2 of de Jong (1987) and this gives the conclusion of Theorem 1.

### 4.2. Auxiliary result

**Proposition 1**

Assume model (1) where the $e_{ij}$ are independent centred random variables with variance 1, such that assumptions (9)–(14) hold. For the heteroscedastic variance estimators defined in (19), we obtain the expansion $(i=1,2)$

$$\hat{\sigma}_i^2(t) - \sigma_i^2(t) = \sum_{k=1}^{6} S_n^{(k)}(t)$$

where

$$S_n^{(1)}(t) = \frac{1}{n_i h} \frac{1}{\hat{r}_i(t)} \sum_{l=1}^{n_i} K \left( \frac{t - t_l h}{h} \right) \sigma_i^2(t_l)(e_{il}^2 - 1) = O_p \left( \frac{1}{\sqrt{n_i h}} \right)$$

$$S_n^{(2)}(t) = \frac{1}{n_i h} \frac{1}{\hat{r}_i(t)} \sum_{l=1}^{n_i} K \left( \frac{t - t_l h}{h} \right) (\sigma_i^2(t_l) - \sigma_i^2(t)) = O(h^d) + O \left( \frac{1}{n_i h} \right)$$

$$S_n^{(3)}(t) = \frac{2}{n_i h} \frac{1}{\hat{r}_i(t)} \sum_{l=1}^{n_i} K \left( \frac{t - t_l h}{h} \right) \sigma_i(t_l)e_{il} \left( \frac{1}{n_i h} \sum_{k=1}^{n_i} K \left( \frac{t_d - t_k h}{h} \right) \frac{f_l(t_d) - f_l(t_d)}{\hat{r}_i(t_d)} \right)$$

$$= O_p \left( \frac{h^d}{\sqrt{n_i h}} \right) + O_p \left( \frac{1}{(n_i h)^{3/2}} \right)$$

$$S_n^{(4)}(t) = -\frac{2}{n_i h} \frac{1}{\hat{r}_i(t)} \sum_{l=1}^{n_i} K \left( \frac{t - t_l h}{h} \right) \sigma_i(t_l)e_{il} \left( \frac{1}{n_i h} \sum_{k=1}^{n_i} K \left( \frac{t_d - t_k h}{h} \right) \frac{f_l(t_d) - f_l(t_d)}{\hat{r}_i(t_d)} \right)$$

$$= O_p \left( \frac{1}{n_i h} \right)$$

$$S_n^{(5)}(t) = -\frac{2}{(n_i h)^2} \frac{1}{\hat{r}_i(t)} \sum_{l=1}^{n_i} K \left( \frac{t - t_l h}{h} \right) \frac{K(0)}{\hat{r}_l(t_d)} \sigma_i^2(t_l)(e_{il}^2 - 1) = O_p \left( \frac{1}{n_i h} \right)$$

$$S_n^{(6)}(t) = \frac{1}{n_i h} \frac{1}{\hat{r}_i(t)} \sum_{l=1}^{n_i} K \left( \frac{t - t_l h}{h} \right) (f_l(t_d) - f_l(t_d))^2 = O_p \left( \frac{1}{n_i h} \right) + O_p(h^d).$$

The dominating part in the expansion is $S_n^{(1)}(t)$ and $S_n^{(2)}(t)$ is deterministic. For the expectations we have $E[S_n^{(1)}(t)] = E[S_n^{(3)}(t)] = E[S_n^{(4)}(t)] = 0$. $E[S_n^{(5)}(t)] = O(1/(n_i h))$ and $E[S_n^{(6)}(t)] = O(1/(n_i h)) + O(h^d)$.