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Abstract

In this note we provide the proofs for our paper “On identifiability in capture-recapture
models”.

Let us briefly recall the notation introduced in Holzmann, Munk and Zucchini (2005). We
consider a mixture of the binomial B(T, p)-distribution with mixing distribution G,

πG(x) =
(

T

x

)∫ 1

0
px(1 − p)T−x dG(p), (1)

as well as the conditional distribution

πc
G =

(
πc

G(1), . . . πc
G(T )

)
, πc

G(x) =
πG(x)

1 − πG(0)
, x = 1, . . . , T.

Definition 1. We shall call a family G of distributions on [0, 1] identifiable if, for each G ∈ G,
the vector πc

G uniquely determines G within the class G, i.e. if for G,H ∈ G,

πc
G = πc

H ⇒ G = H. (2)

Lemma 1. Let π = (π(0), . . . , π(T )) and ρ = (ρ(0), . . . ρ(T )) be two probability vectors on
{0, . . . , T}, and let πc and ρc be the conditional probability vectors on 1, . . . , T , given that
x ≥ 1. Then

πc = ρc ⇔ there is an A > 0 : π(x) = Aρ(x), x = 1, . . . , T.

Proof. For x = 1, . . . , T ,

π(x)
1 − π(0)

=
ρ(x)

1 − ρ(0)
⇔ π(x)

ρ(x)
=

1 − π(0)
1 − ρ(0)

=: A.

We have that

πG(x) =
(

T

x

) T∑
k=x

ck,x mG(k), x = 1, . . . , T, (3)
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where mG(k) =
∫ 1
0 tk dG(t) is the kth moment of G and

cx,k = (−1)k−x

(
T − x

k − x

)
, if k ≥ x, ck,x = 0 if k < x.

For our problem this implies

Theorem 1. For two distributions G,H on (0, 1], πc
G = πc

H implies that there is an A > 0
such that

mG(x) = AmH(x), x = 1, . . . , T. (4)

Proof. In matrix form the identity (3) can be written as

(πG(1), . . . πG(T ))′ = C(mG(1), . . . mG(T ))′,

where C = (cx,k)k,x=1,...,T , and ′ denotes a column vector. The matrix C is invertible, because
it is upper triangular with nowhere vanishing diagonal. Therefore

πG(x) = AπH(x), x = 1, . . . , T ⇔ mG(x) = AmH(x), x = 1, . . . , T.

Therefore, if there exist no two different G,H ∈ G such that (4) holds, then G is identifiable.
Now consider the class of finite mixing distributions with at most m support points

Gm =
{

G =
m∑

k=1

λkδpk
, λk ≥ 0,

∑
k

λk = 1, pk ∈ (0, 1]
}

.

Theorem 2. For 2m ≤ T the class Gm is identifiable.

First we prove the following lemma.

Lemma 2. If
T∑

k=1

tk px
k(1 − pk)T−x = 0, x = 1, . . . , T,

for some tk ∈ R and distinct pk ∈ (0, 1], then it follows that t1 = . . . = tT = 0.

Proof. The polynomials Px(p) = px(1−p)T−x, x = 1, . . . , T , are linearly independent because,
except for the normalization, these are the Bernstein polynomials, which are known to be
linearly independent, cf. Prautzsch et al. (2002). Therefore any nontrivial linear combination,
which thus is a nonzero polynomial of degree at most T , has at most T roots. Since, evidently,
one of these always equals 0, there are at most T − 1 roots within the interval (0, 1]. Hence,
for different p1, . . . , pT ∈ (0, 1], if

T∑
x=1

sxp
x
k(1 − pk)T−x = 0, k = 1, . . . , T,

it follows that the coefficients s1 = . . . = sT = 0, all vanish. Introducing matrix notation
P = (Pk,x) = (px

k(1 − pk)T−x)k,x=1,...,T and s = (s1, . . . , sT )′, this is just

P · s = 0 ⇒ s = 0. (5)
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Relation (5) implies that P has full rank, hence so does its transpose P ′, and we get

P ′ · t = 0 ⇒ t = 0 for t ∈ R
T , (6)

which is the claim of the lemma.

The above lemma can also be established by arguments from the theory of Čebyšev systems
(cf. Karlin and Studden, 1966). In fact, since px−1(1 − p)T−x, x = 1, . . . , T , is a Čebyšev
system on R, and since the function p does not vanish in (0, 1], it follows that px(1 − p)T−x,
x = 1, . . . , T , is a Čebyšev system on (0, 1], which is the statement of the lemma.

Proof of Theorem 2. Suppose that G,H ∈ Gm with πc
G = πc

H . From Lemma 1, there exists
an A > 0 with

m∑
k=1

λk,G px
k,G (1 − pk,G)T−x = A

m∑
k=1

λk,H px
k,H (1 − pk,H)T−x, x = 1, . . . , T, (7)

where λk,G, λk,H ≥ 0 and ∑
k

λk,G =
∑

k

λk,H = 1. (8)

Subtracting the r.h.s. from the l.h.s. in (7), we get relations of the form

J∑
j=1

λjp
x
j (1 − pj)T−x = 0, x = 1, . . . , T,

where p1, . . . , pJ are the distinct points in {p1,G, . . . , pm,G, p1,H , . . . , pm,H}, and the coefficients
λj are given by one out of

λk,G, −Aλk′,H , λk,G − Aλk′,H ,

depending on whether pj is only equal to one of the pk,G’s, only one of the pk′,H ’s or equal to
one from each group.
Since J ≤ 2m ≤ T , we can apply Lemma 2 to conclude that λj = 0, j = 1 . . . , J . Now
if λj = λk,G for some k, then this λk,G = 0, and we simple drop the corresponding pk,G,
and similarly if λj = −λk′,H . Therefore, all points of support of H and G (i.e. where the
corresponding weight is strictly positive) coincide. After a suitable reordering we have that

λk,G − Aλk,H = 0.

Summing this relation over k and using (8) gives A = 1 and λk,G = λk,H , i.e. H = G, as
required.
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